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#### Abstract

Numerous car accidents are caused by improper driving maneuvers. Serious injuries are however avoidable, if such driving maneuvers are detected beforehand and the driver is assisted accordingly. In fact, various recent research has focused on the automated prediction of driving maneuver based on handcrafted features extracted mainly from in-cabin driver videos. Since the outside view from the traffic scene may also contain informative features for driving maneuver prediction, we present a framework for the detection of the drivers' intention based on both in-cabin and traffic scene videos. More specifically, we (1) propose a Convolutional-LSTM (ConvLSTM)-based autoencoder to extract motion features from the out-cabin traffic, (2) train a classifier which considers motions from both in- and outside of the cabin jointly for maneuver intention anticipation, (3) experimentally prove that the in- and outside image features have complementary information. Our evaluation based on the publicly available dataset Brain4cars shows that our framework achieves a prediction with the accuracy of $\mathbf{8 3 . 9 8 \%}$ and $F_{1}$-score of $\mathbf{8 4 . 3 \%}$.


## I. INTRODUCTION

According to the World Health Organization [2], about 1.35 million people die in car accidents every year worldwide. These statistics, however, do not include non-fatal injuries from traffic accidents. Most of these accidents are caused by improper driver behavior: Based on the statistics from the Department for Transport (DfT) in Great Britain, a survey [6] revealed that there were 15,560 accidents reported due to poor turn or maneuver, which ranked top 5 in causes of road accidents in 2017. As automated vehicle technology emerges, it promised to be safer than human driving [3], [4], [5]. However, there is still much research to be conducted in order to reach to the fully automated level working at any possible traffic situation and weather conditions. On the half way to autonomous driving vehicles, it is therefore necessary to provide already existing Advanced Driver Assistance Systems (ADAS) the functionality for collaboration with the human driver in the most efficient way, for example to alert the driver in case of a dangerous maneuver.
Recently, many researchers focused on detecting maneuver intention of the driver before execution. For example, Brain4cars [1] and Honda Research Institute Driving Dataset (HDD) [7] are two datasets specifically designed for learning driver behaviors. HDD for example [7] uses three highresolution video cameras, GPS, signals from LiDAR sensor and vehicle CAN-Bus to record the traffic scenes. Brain4cars [1] provides videos from inside and outside of the car. GPS and vehicle dynamics are also recorded with the videos.

These videos show different behavior patterns of maneuvers from driver side and road traffic. Images convey massive information, and much of the literature shows the possibility to predict driver intention according to the drivers' videos, since the drivers turn their heads to glance in the side mirrors. Previous work based on the Brain4cars dataset, such as [1], [9], [10], [11], [12], have all achieved maneuver prediction. Although the reported results are quite impressive, there are still some issues that deserve scrutiny.
More specifically, most of the previous works in the driver maneuver prediction domain mainly use videos from driver observation. Various research has shown that driver behavior, and especially eye movements of the driver, can not only be used for activity recognition [27], [28] but also to ensure safe take-over behavior in conditionally autonomous driving [29]. Additionally, video frames of driver observations are used to extract features e.g. head postures [1], [9], [10], [12]. However, in these works, the traffic information is manually encoded into a vector with four elements, where the first two Boolean values indicate whether a lane exists on the right or left side of the vehicle, the third bit (also Boolean) implies if an intersection or turn exists in 15 meters, and the last value represents the current speed of the car. Therefore, video information of the outside view is not further processed. In addition, manual encoding as employed so far is not applicable to practical use-cases. (2) [11] proposes using two 3D ResNet-101 models for two streams separately. However, it shows that using only driver videos works better than using both video streams. The reason behind this poor performance of outside videos is that there is no large dataset for on-road traffic training, which makes training with the Brain4cars dataset from scratch very difficult. In contrast, for driver observation videos, there is large human activity dataset available such as Kinetics [14].

Intuitively, the outside video, i.e., the scene perspective, should be very informative and provide information that the inside video does not convey. Therefore, our work aims (1) extracting the vehicle motion information from the traffic videos effectively and improving the results which only used one video stream; (2) proposing an end-to-end method without using manual encoding information, and (3) keeping the model as light-weighted (less parameters) as possible to offer applicability to resource-limited mobile platforms.
To approach these aims, we propose a deep learning framework, which combines the information from the driver monitoring videos with the outside view. This framework is shown


Fig. 1: The overview of our framework. The upper branch depicts the feature extraction from out-cabin videos: FlowNet 2.0 extracts the optical flow from the consecutive frames; then the traffic motion is captured by a ConvLSTM-based encoder. The bottom branch represents the feature extraction from in-cabin videos based on the 3D ResNet-50 network. The red frame in the end refers to the classifier, where a decoder (marked as "Conv Layers") for outside features is integrated. This novel classifier architecture allows features from in- and outside of the cabin to be considered jointly.
in Fig. 1. In our framework, a ConvLSTM [8] based encoder (shown in upper branch) extracts the motion information, which is interpreted in optical flow images. Meanwhile, the 3D ResNet-50 (shown in bottom branch) acquires features from the driver video. The motion decoder for outside motion features is integrated in the classifier. This novel classifier leverages features from both sides, i.e., driver and scene, jointly to produce a maneuver anticipation.

The contribution of our work is manifold: (1) we encode the traffic scene motion using a ConvLSTM-based auto-encoder, (2) propose a deep net framework investigating features from two incoming streams (in- and outsides) jointly, without using any manual-encoded or hand-crafted information, (3) achieve a state-of-the-art maneuver anticipation performance with less parameters compared to the previous work [11], and (4) experimentally validate that the in- and outside videos contain complementary information.

The remaining of this paper is organized as follows: In Section [I] we first discuss related works. Our proposed methods and modules mentioned in Fig. 1 are explained in detail in Section III. In Section IV, we introduce the dataset used for training and evaluation of our method and discuss our evaluation results. Finally, we summarize our main findings and conclude this paper.

## II. RELATED WORK

Maneuver intention can be detected from drivers' behaviors, such as looking at the outside mirrors or out of the windows. Therefore, popular methods from the domain of human action recognition are suitable and have been applied to tackle this challenge. An action consists of spatial and temporal information. As widely known, features in the spatial domain
can be captured by Deep Convolutional Neural Networks (CNNs), while Recurrent Neural Network (RNN) architectures and Long Short-Term Memory (LSTM) cells are well-known for comprehending the logic hidden in time series. LSTM and RNN techniques are therefore often combined with 2D CNNs in video processing applications to deal with both spatial and temporal information, for example as in [8].The formulation from [8] is shown in Eq. 1 with a minor modification, since it contains no bias component.

$$
\begin{align*}
i_{t} & =\sigma\left(W_{x i} * x_{t}+W_{h i} * h_{t-1}+W_{c i} \cdot c_{t-1}\right) \\
f_{t} & =\sigma\left(W_{x f} * x_{t}+W_{h f} * h_{t-1}+W_{c f} \cdot c_{t-1}\right) \\
g_{t} & =\tanh \left(W_{x c} * x_{t}+W_{h c} * h_{t-1}\right) \\
c_{t} & =f_{t} \cdot c_{t-1}+i_{t} \cdot g_{t}  \tag{1}\\
o_{t} & =\sigma\left(W_{x o} * x_{t}+W_{h o} * h_{t-1}+W_{c o} \cdot c_{t}\right) \\
h_{t} & =o_{t} \cdot \tanh \left(c_{t}\right)
\end{align*}
$$

In the above Eq. 1, subscript $t$ implies the time sequence. $x_{t}$ is the input. $i_{t}, g_{t}, f_{t}$ and $o_{t}$ are the gates in the cell. $c_{t}$ is the cell state and $h_{t}$ is the hidden state. All the $W$ s refer to the weights in a convolutional operation. $*$ denotes the convolution operation, while $\cdot$ refers to the element-wise multiplication. $\sigma$ and tanh are sigmoid and hyperbolic tangent functions, respectively, which are also applied element-wise. The features learned by ConvLSTM can be used for regression or classification problems. For instance, the authors from [8] built an encoding-forecasting structure to predict the future frame using ConvLSTM cells.
One essential element of video analyzing is motion understanding. Motion describes changes in both temporal and spatial spaces and is often estimated on an image plane based on the optical flow. This technique has been researched for
decades since [16]. It calculates the motion of individual pixels in consecutive frames, which can be then aggregated to interpret the motion of objects. Optical flow is for example widely used in automobile applications [13], since it serves as an extra feature. The extraction of optical flow has been regarded as an optimization problem in the past with various approaches for optical flow estimation such as energy-based method [17], or region-based matching [18]. However, with the rapid development of deep learning, CNN-based networks achieved very impressive results. [19], [20] are only two representative networks for this problem performing in an end-to-end style, where the networks take two consecutive frames as input and output the optical flow.

As previously mentioned, there are multiple works aiming at the driver maneuver anticipation [1], [9], [10], [11], [12]. However, none of the previous work solved driver intention prediction with information from both video (in and out of the car) streams, since the traffic on road is too complex for hand-crafting explicit features. Therefore, several works, such as [1], [9], [10], [12], use manual-encoded feature vectors. On the other hand, training CNNs with outside videos in an end-to-end fashion did not show satisfactory results [11], since there was not enough on-road video data related to maneuver anticipation for training a CNN-based deep network.
In contrast to the above mentioned approaches, we propose to use the outside video stream and the driver observation data jointly for intention anticipation. In the following sections, we introduce our method that leverages information from both videos towards an accurate intention anticipation.

## III. METHODOLOGY

## A. Future Frame Prediction

Based on ConvLSTM, we propose a network trained in an encoder-decoder manner for motion prediction and feature extraction. Due to its inherent convolutional capability, this structure is able to tackle the spatio-temporal sequence forecasting problem [8]. The details of this architecture are shown in Fig. $2 h_{i, j}$ is the hidden state and $c_{i, j}$ is the cell state. The subscript $i$ denotes the time step and $j$ indicates the layer number. All the states with $i=0$ are initialized by the network at the beginning.

The input is a clip of five optical flow images $X_{i}(i<5$, $i \in \mathbb{Z}$ ). The rationale for choosing five as the input length is to gain an uniformly sampled clip for one second ( 30 frames) up to five second ( 150 frames). More specifically, "uniformly" means that the interval $L$ between each input is equal. The output of the decoder is the predicted frame in the $L$-frame future. The decoder is in fact a point-wise convolutional layer here, which differs our architecture from other previous work [8], [26]. In this way, motion information of the five-frame input, which can be used for future motion prediction, is compacted by the encoder. The encoder is regarded as the motion feature extractor, thus, the role of the decoder should be weakened.

The convolution information of the network is shown as in Table. [ In the third column, the size of the output of

TABLE I: The convolution information about the future motion prediction module

| Layer | Kernel Size / Stride | Output size |
| :--- | :---: | :--- |
| Input |  | $5 \times 3 \times \mathrm{h} \times \mathrm{w}$ |
| Layer 0 | $(3,3) /(1,1)$ | $1 \times 128 \times \mathrm{h} \times \mathrm{w}$ |
| Layer 1 | $(3,3) /(1,1)$ | $1 \times 64 \times \mathrm{h} \times \mathrm{w}$ |
| Layer 2 | $(3,3) /(1,1)$ | $1 \times 64 \times \mathrm{h} \times \mathrm{w}$ |
| Layer 3 | $(3,3) /(1,1)$ | $1 \times 32 \times \mathrm{h} \times \mathrm{w}$ |
| Conv | $(1,1) /(1,1)$ | $1 \times 3 \times \mathrm{h} \times \mathrm{w}$ |

every layer is shown. The size has four dimensions: the first dimension is the time step; the second one is the channel number, and the last two refer to the height and width of the input image, respectively. Every ConvLSTM cell takes one frame at one time step, so the first dimension changes to one after the input layer. Additionally, it is worth mentioning that the output from the encoder is the feature needed for maneuver anticipation.

## B. Maneuver Anticipation Framework

The proposed method makes use of two input sources: inside and outside videos, as shown in Fig. 1. For the traffic videos, the FlowNet 2.0 first takes original frames to produce optical flow images. Then, the optical flow images are fed into the ConvLSTM encoder described in the last section. The output from the encoder is then the 3D dimension feature ( $32 \times 112 \times 176$ ), which will be processed by multiple convo-


Fig. 2: Architecture of the proposed future motion prediction module.

TABLE II: The architecture of the proposed classifier, which considers joint features from in- and outside videos. The first column indicates the feature source, the second column shows the name of the layer, and the third column is the output size after the layer. The features are combined in the "Concatenate" layer.

| Feature | Layer | Output size |
| :--- | :---: | :--- |
|  | Conv-Block 0 | $64 \times 37 \times 59$ |
|  | Conv-Block 1 | $128 \times 12 \times 20$ |
| Outside | Conv-Block 2 | $256 \times 4 \times 7$ |
|  | Conv-Block 3 | $512 \times 1 \times 2$ |
|  | Concatenate | $3072 \times 1$ |
| Both | FC 0 | $3072 \times 2048$ |
| Both | FC 1 | $2048 \times N_{c l s}$ |
| Both | Softmax | $N_{c l s}$ |

lutional blocks (Conv-Block) before fusion. At the same time, the other branch, a 3D ResNet-50, deals with the driver videos. The main body is consistent with the original network in [15]. Additionally, we added a dropout layer after the average pooling layer in the end to prevent overfitting. The feature we extracted is the input of the last FC layer in ResNet-50, which is a 2048-dimension vector. The input of the ResNet-50 is a 16-frame clip.
The novelty of the proposed classifier is that the decoder for outside features is trained jointly with features of inside videos. Its explicit structure is listed in Table. II The ConvBlock is for decoding the outside motion. The structure inside one Conv-Block is shown in Fig. 33, where "ReLU" refers to the activation function and "BN" represents the Batch Normalization (BN) layer. There is also a ReLU and a BN between the last two FC layers. The output size after every layer is shown in the third column. In the end, $N_{c l s}$ represents the number of classes, which is five in our case.


Fig. 3: The architecture inside "Conv-Block"

## IV. RESULTS AND DISCUSSIONS

## A. Dataset

The Brain4Cars [1] dataset includes driver observation videos (1088px $\times 1920 \mathrm{px}, 25 \mathrm{fps})$ and videos of the outside scenes (480px $\times 720 \mathrm{px}, 30 \mathrm{fps})$ recorded simultaneously. There are five classes of maneuvers in the dataset: go straight, left lane change, left turn, right lane change, right turn.

According to the Brain4cars dataset, the video covers the behavior before the actual maneuver occurs, i.e., no maneu-
ver is performed during the video. In this work, we also study the early detection capability of our models. Therefore, we take every second as a dividing line. In the model evaluation, we give the frames before time step $T$, here $T \in(-5,-4,-3,-2,-1)$. The - represents the time (in second) before the maneuver happens. The shorter videos cover a shorter time period before the maneuver starts. Since the videos have different lengths, we have different amount of input material when we study early prediction. Moreover, samples with no simultaneous recordings of the inside and outside view are considered as invalid and not further used in our study. The number of valid video samples for training the whole framework relatively to the covered time period before a maneuver is shown in Table III.

TABLE III: The number of the valid samples relatively to the video length

| video length [s] | $>4$ | $>3$ | $>2$ | $>1$ | $>0$ |
| :--- | :--- | :--- | :--- | :--- | :---: |
| samples | 490 | 542 | 563 | 573 | 585 |

We use a 5 -fold cross-validation for all the experiments in this work, which also aligns with other previous works using the Brain4cars dataset [1], [9], [10], [11], [12].

## B. Out-cabin Motion Extraction

For the outside motion feature extraction, we trained the encoder/decoder module presented in III-A. To achieve a generalized solution, we added a temporal augmentation in training: a 5 -frame clip is randomly and uniformly cut and given as the input to the network. The target is the $L$-th frame after the last one in the clip. In the spatial domain, they are first resized to a smaller size $(112 \times 176)$, yet keeping the original scale. Additionally, we employ the Mean Square Error (MSE) as the loss function and Stochastic Gradient Descent (SGD) as the optimizer. The weight decay is set to 0.001 and momentum to 0.9 . The whole training takes 60 epochs with the learning rate of 0.1 .
For evaluation, we first studied how far into the future the model is able to predict. More specifically, we evaluated our model with respect to the interval of $L \in(5,10,15,20,25,30)$ frames. As the output of the decoder is the predicted motion in the $L$-th frame after the last input, a larger interval represents a further future. The maximal interval value is 30 (requiring thus 150 frames), which reaches the maximal video length $(5 \mathrm{~s})$ in the dataset. On the other hand, an interval less than 5 frames $(0.33 \mathrm{~s})$ is too short, and thus not considered here. The target frame is the last frame in the video, whereas the metric for comparison is the MSE. The average MSE with respect to different intervals is shown in the Fig. 4.

Please note that the MSE value is multiplied by 1000 to make the differences more clear. Our results show that it is difficult for the model to predict a far future frame: The model does not learn properly when the interval is larger than 20 frames $(0.67 \mathrm{~s})$. In order to have relatively precise motion features, we choose the model with $L$ of 5 . After setting the interval $L$ to 5 , we evaluated our model with regard


Fig. 4: MSE for different interval values
to different time periods of the video. More specifically, the input frames are all included in the time period before $T$ ( $T \in(-4,-3,-2,-1,0)$ ), and the last frame of every second is the target frame. To quantify the comparison between the target and predicted image, we employed three metrics: MSE, Structural Similarity (SSIM) index, and Peak Signal-to-Noise Ratio (PSNR). The results of prediction are shown in Table IV] For the PSNR and SSIM, higher values are better. The results of five folds are shown in the form: "Average (Avg) $\pm$ Standard Error (SE)".

Our results show that the best maneuver prediction is achieved from video information 4 to 5 seconds before the actual maneuver occurs. Thus, motion changes are not massive earlier on before -3 second. In case of large motion changes (e.g., when the car is turning), it is hard for the encoder to catch the whole change. Accordingly, in the third and the last second before a maneuver, the outside motion changes noticeably. However, from $-2 s$ to $-1 s$, motion keeps changing but not as distinct as its contiguous time steps. In general, the important traffic motion changes can be observed within three seconds before the maneuver, which also corresponds to the early detection results in the Section IV-D, where the encoder was emplyed to extract the outside motion features.

TABLE IV: Results of future motion prediction.

| prediction at $[\mathbf{s}]$ | MSE $\left(\cdot 10^{-3}\right)$ | SSIM | PSNR |
| :---: | :---: | :---: | :---: |
| -4 | $9.13 \pm 0.42$ | $0.909 \pm 0.001$ | $21.77 \pm 0.16$ |
| -3 | $9.42 \pm 0.40$ | $0.906 \pm 0.002$ | $21.49 \pm 0.10$ |
| -2 | $10.75 \pm 0.61$ | $0.904 \pm 0.002$ | $21.35 \pm 0.18$ |
| -1 | $9.97 \pm 0.22$ | $0.900 \pm 0.001$ | $21.27 \pm 0.05$ |
| 0 | $10.73 \pm 0.46$ | $0.898 \pm 0.002$ | $21.08 \pm 0.10$ |

Fig. 5 b shows an example of the predicted frame using the proposed encoder/decoder module compared to the target image in 5 From the visual image results, it is apparent that the major problem is the color disorder. The area in light yellow and the green color is mistaken by light blue in the output. According to the optical flow color coding [21], the
direction changes 90 degree (from bottom side to right side) from the light yellow to blue, and the green is in between. This detailed motion is difficult for the encoder to catch.

Using the features extracted from the outside videos by the ConvLSTM-encoder alone can also produce a prediction among five classes. The results are presented in Table V . whereas a comparison to related approaches is provided in Table VI.


Fig. 5: The comparison of target and the predicted image

## C. In-cabin Action Recognition

We employ the 3D ResNet-50 for the inside feature extraction, since the 3D ResNet has shown high performance in human action recognition tasks [15]. However, end-to-end training requires a large amount of the dataset, which is not the case for Brain4cars. Hence, we use the Kinetics-pretrained 3D ResNet-50 [15] and fine-tune the model with Brain4cars inside videos.
To prevent overfitting, we added spatial and temporal data augmentation. With regard to spatial augmentation, we added a random crop (but with the focus on the driver side), a random scale and a horizontal flip. It is worth noticing that the label also needs to change accordingly when it is related to the direction (left/right). For temporal augmentation, we randomly but uniformly cut a short clip from every second. The short clips constitutes a 16 -frame clip as the input to the 3D ResNet50 , and the input size is $112 \times 112$. One extra dropout layer is added before the last FC layer when training. We use a dropout rate of 0.5 an cross entropy loss as out loss function. The model is trained for 60 epochs, with learning rate starting with 0.1 and a decay rate of 0.1 after the 30th and 50th epoch. The optimizer is the SGD with the momentum and weight
decay of 0.9 and 0.001 , respectively. In out evaluation, we use the frames from the end of every second before $T(T \in$ $(-4,-3,-2,-1,0))$ to compose the 16 -frame input for the 3D ResNet.
The main body of trained 3D ResNet-50 is used as the feature extractor. The feature before the last FC layer is fed into the final classifier. The results of using only this module (inside video) for classification are shown in Table $\bar{V}$, whereas the comparison to related approaches is given in Table VI.

## D. Feature Fusion

After training the ConvLSTM model and 3D ResNet-50 model separately, the features from inside and outside video are extracted by the two trained modules. The obtained outside feature is a volume with the shape of $32 \times 112 \times 176$, and the inside feature is a 2048 -size vector. They are fed into the classifier introduced in the section III-B. We conducted the evaluation procedure with regard to different time periods as in both modules.

The performance indicators are accuracy and the $F_{1}$-score. The $F_{1}$-score takes both precision ( $\operatorname{Pr}$ ) and recall $(R e)$ of a classifier into consideration (Eq. 22. $n$ refers to the number of classes, and $\Omega$ is the set of all the classes that our model can recognize, which includes four maneuvers plus "no maneuver" class. $T P_{i}$ indicates the amount of correctly recognized samples of class $i . P_{i}$ and $N_{i}$ are the number of samples that are predicted as class $i$ and that are labeled as class $i$, separately.

$$
\begin{align*}
\operatorname{Pr} & =\frac{1}{n} \sum_{i \in \Omega} \frac{T P_{i}}{P_{i}} \\
R e & =\frac{1}{n} \sum_{i \in \Omega} \frac{T P_{i}}{N_{i}}  \tag{2}\\
F_{1} & =\frac{2 \cdot \operatorname{Pr} \cdot R e}{\operatorname{Pr}+R e}
\end{align*}
$$

Table V shows the results of accuracy and $F_{1}$ in $\%$ for different times before the occurrence of a maneuver using different data sources. Both accuracy and $F_{1}$ increase as the time approaches the beginning of maneuver, despite of different data sources. Intuitively, the early stage of all the maneuvers (or no maneuver) is similar, which is "going straight". In this case, the longer period the model observes, the more accurate the decision it can make. According to these results, early detection is possible. For example, $71.72 \%$ of the maneuvers are correctly predicted two seconds before the maneuver happens when using both video streams.
The best results are achieved by using both video sources in all different time periods. Only using outside videos gives the worst results when compared to other two data sources. The reason for the poor performance of outside data is that the auto-encoder only provides the motion feature of one future frame. However, the inside feature contains the information over a long time period. Moreover, we can see the decisive motion occurs ordinarily within three seconds before maneuvers. Especially from -4 to -2 , the improvement of accuracy and $F_{1}$ are substantial.

TABLE V: The results of using proposed framework with different input data sources. The results of five folds are shown in the form: "Avg $\pm$ SE".

| Inside video | Time period | Acc (\%) | $F_{1}(\%)$ |
| :--- | :---: | :---: | :--- |
|  | $[-5,-4]$ | $56.49 \pm 0.02$ | $48.19 \pm 0.03$ |
|  | $[-5,-3]$ | $63.63 \pm 0.02$ | $58.46 \pm 0.02$ |
|  | $[-5,-2]$ | $70.48 \pm 0.02$ | $68.63 \pm 0.03$ |
|  | $[-5,-1]$ | $75.73 \pm 0.01$ | $73.09 \pm 0.01$ |
| Outside video | Time period | Acc $(\%)$ | $F_{1}(\%)$ |
|  | $[-5,0]$ | $77.40 \pm 0.02$ | $75.49 \pm 0.02$ |
|  | $[-5,-3]$ | $44.08 \pm 0.01$ | $38.91 \pm 0.03$ |
|  | $[-5,-2]$ | $50.43 \pm 0.01$ | $46.98 \pm 0.01$ |
|  | $[-5,-1]$ | $59.53 \pm 0.01$ | $62.37 \pm 0.01$ |
|  | $[-5,0]$ | $60.87 \pm 0.01$ | $66.38 \pm 0.03$ |
| In- \& outside | Time period | Acc $(\%)$ | $F_{1}(\%)$ |
|  | $[-5,-4]$ | $59.13 \pm 0.02$ | $53.35 \pm 0.02$ |
|  | $[-5,-3]$ | $64.93 \pm 0.02$ | $60.33 \pm 0.01$ |
|  | $[-5,-2]$ | $72.07 \pm 0.02$ | $70.56 \pm 0.02$ |
|  | $[-5,-1]$ | $79.92 \pm 0.02$ | $78.90 \pm 0.01$ |
|  | $[-5,0]$ | $83.98 \pm 0.01$ | $84.30 \pm 0.01$ |

The inside videos always provide good results, but it is still slightly inferior to the joint two-stream input. It is important to see that outside video feature does not depress the performance of the inside video feature, but improves it. Therefore, the information from both inside and outside videos are complementary. Besides, as the outside video become more informative, its effect is more apparent. The differences of accuracy and $F_{1}$ between inside only and both sides increase steadily after -3 seconds. Fig. 7 and Fig. 8 illustrate the differences among using different data sources in relation to various time periods more clearly. Additionally, Fig. 6 shows the confusion matrix of three models using different data sources. Prediction is made based on time period $[-5,0]$. From this, an improvement of all classes can be observed when using two video streams.
We compare our results with the ones from work [11] in Table. VI, since we all use the end-to-end training and investigate the performance with three different data sources. We compare the accuracy, $F_{1}$ and the number of parameters of our models. The results listed here are all from zero time-to-maneuver and in 5 -fold cross-validation.
Our model surpasses the model in [11] except using only inside view. It is because the 3D ResNet-101 is used in [11], which has almost two times more parameters than 3D ResNet-50 in our work. We choose to use a smaller ResNet in order to avoid outfitting problems when fine tuning a very large network with a small dataset. Moreover, a low resource-cost model is preferable for automobile applications. Our framework outperforms the previous work with much less parameters in using two-stream input: It achieves 83.98\%

| Straight | . 80 | . 07 | . 02 | . 07 | . 04 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| L Lane | . 12 | . 71 | . 04 | . 08 | . 05 |
| L Turn | . 02 | . 09 | . 77 | . 02 | . 10 |
| R Lane | . 07 | . 07 |  | . 80 | . 06 |
| R Turn | . 04 | . 13 | . 04 | . 07 | . 72 |
|  |  | $\stackrel{0}{\stackrel{\square}{7}}$ | $\stackrel{ᄃ}{\vdots}$ | $\underset{\substack{\text { ® } \\ \text { ¢ } \\ \sim}}{\text { - }}$ | $\begin{aligned} & \frac{5}{3} \\ & \hdashline \\ & \hdashline \end{aligned}$ |

(a) Inside videos

| Straight | . 64 | . 19 |  | . 17 |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| L Lane | . 31 | . 55 |  | . 12 | . 02 |
| L Turn | . 02 | . 05 | . 88 | . 03 | . 02 |
| R Lane | . 35 | . 23 | . 02 | . 37 | . 03 |
| R Turn |  | . 04 | . 02 | . 05 | . 89 |
|  |  | $\stackrel{\stackrel{1}{\square}}{\square}$ | ¢ | $\xrightarrow[\text { c }]{\substack{\square}}$ |  |

(b) Outside videos

| Straight | . 87 | . 05 | . 01 | . 05 | . 02 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| L Lane | . 12 | . 75 | . 03 | . 07 | . 03 |
| L Turn |  | . 05 | . 88 | . 04 | . 03 |
| R Lane | . 08 | . 06 | . 01 | . 80 | . 05 |
| R Turn | . 02 | . 02 |  | . 02 | . 94 |
|  | $\begin{aligned} & \pm \\ & \frac{\pi}{50} \\ & \frac{00}{\pi} \\ & \stackrel{\pi}{4} \end{aligned}$ | $\stackrel{\text { ¢ }}{\stackrel{\text { ® }}{\sim}}$ | $\begin{aligned} & \frac{5}{2} \\ & \underset{\beth}{2} \end{aligned}$ | $\underset{\sim}{\substack{c \\ \square}}$ | ¢ |

(c) In and outside videos

Fig. 6: The confusion matrix of using different video streams. The prediction is made at the last second before the occurrence of a maneuvers.


Fig. 7: Accuracy: comparison using different data sources.


Fig. 8: $F_{1}$-score: comparison using different data sources.
of accuracy and $84.30 \%$ of $F_{1}$ averagely within five folds, surpassing the previous work by 8.48 percentage points in accuracy and 11.1 percentage points in $F_{1}$. When only considering outside videos, our models surpasses theirs by 7.67 percentage points and 22.98 percentage points in accuracy and $F_{1}$, respectively. It achieves to extract useful features from outside with much less parameters. More importantly, our model does not confront the same problem that the outside videos weaken the classifier performance. In other words, our results show that the information from outside videos are also valuable.

We also conduct an experiment using similar threshold

TABLE VI: Comparison of our proposed framework with other method. The results of five folds are shown in the form: "Avg $\pm$ SE". In order to show a clear difference, we use " $m$ " to represent the number of parameters in FlowNet2.0, which is a common module in both methods.

| Method | Data Source | Acc (\%) | $F_{1}(\%)$ | Param.(M) |
| :--- | :---: | :---: | :--- | :--- |
| [11]{} | inside only | $83.1 \pm 2.5$ | $81.7 \pm 2.6$ | $85.26+m$ |
|  | outside only | $53.2 \pm 0.5$ | $43.4 \pm 0.9$ | $85.26+m$ |
|  | in-\&out-side | $75.5 \pm 2.4$ | $73.2 \pm 2.2$ | $170.52+m$ |
| our | inside only | $77.40 \pm 0.02$ | $75.49 \pm 0.02$ | 46.22 |
|  | outside only | $60.87 \pm 0.01$ | $66.38 \pm 0.03$ | $5.41+m$ |
|  | in-\&outside | $\mathbf{8 3 . 9 8} \pm \mathbf{0 . 0 1}$ | $\mathbf{8 4 . 3 0} \pm \mathbf{0 . 0 1}$ | $\mathbf{5 7 . 9 2 + m}$ |

policy as in [1], [9] on our model which uses two-stream video: If the probability is NOT greater than the threshold, then "go straight" is predicted. As shown in Fig. 9 the performance gets worse when this threshold is larger than 0.4 in all lengths of input videos, since the model is trained on a balanced loss function and learns motion features of all five maneuvers. It always gives a relatively confident prediction with a probability over 0.4 . For our model, no threshold policy is necessary.


Fig. 9: Effect of using thresholds. Two-stream input with different video lengths (from 1 to 5 seconds).

## V. CONCLUSION AND FUTURE WORK

In this work, we propose a framework that considers both inside and outside cabin motion features to anticipate the driver maneuver intention. We propose to extract the outside
traffic motion using a ConvLSTM-based auto-encoder. These motion features are decoded by a novel classifier architecture, which considers the in- and outside motions jointly. Our model is trained in end-to-end style, without using any manual-encoded or hand-crafted features. Our results show that dual input (driver observation and driving scene videos) surpasses by far related approaches based on single input analyses. Additionally, we validate experimentally that both inside and outside videos convey valuable and complementary information. This conclusion suggests that both traffic scenes and driver behaviors should be taken into consideration when anticipating maneuver intention.

For our future work, we plan to improve the performance of the outside motion decoder in the classifier by training a more delicate decoder which can interpret the motion covering a longer time period. In this way, the module would gain a perspective of the entire outside motion. Moreover, accurately predicting the motion of the further future is another aim for our future work.
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