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Figure 1: Immersive virtual reality classroom: (a) overall view, (b) student’s view, (c) virtual peer learners with hand raising

animations.

ABSTRACT

Virtual humans presented in VR learning environments have been
suggested in previous research to increase immersion and further
positively influence learning outcomes. However, how virtual hu-
man animations affect students’ real-time behavior during VR learn-
ing has not yet been investigated. This work examines the effects
of social animations (i.e., hand raising of virtual peer learners) on

“Equal contributor.
TEqual contributor.

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for components of this work owned by others than ACM
must be honored. Abstracting with credit is permitted. To copy otherwise, or republish,
to post on servers or to redistribute to lists, requires prior specific permission and/or a
fee. Request permissions from permissions@acm.org.

VRST °22, November 29-December 1, 2022, Tsukuba, Japan

© 2022 Association for Computing Machinery.

ACM ISBN 978-1-4503-9889-3/22/11...$15.00
https://doi.org/10.1145/3562939.3565623

students’ cognitive response and visual attention behavior during
immersion in a VR classroom based on eye movement analysis.
Our results show that animated peers that are designed to enhance
immersion and provide companionship and social information elicit
different responses in students (i.e., cognitive, visual attention, and
visual search responses), as reflected in various eye movement met-
rics such as pupil diameter, fixations, saccades, and dwell times.
Furthermore, our results show that the effects of animations on
students differ significantly between conditions (20%, 35%, 65%,
and 80% of virtual peer learners raising their hands). Our research
provides a methodological foundation for investigating the effects
of avatar animations on users, further suggesting that such effects
should be considered by developers when implementing animated
virtual humans in VR. Our findings have important implications
for future works on the design of more effective, immersive, and
authentic VR environments.
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1 INTRODUCTION

With the increasing availability of consumer-grade head-mounted
displays (HMDs), virtual reality (VR) has been successfully deployed
and is gaining immense popularity in the field of education [29, 39].
Particularly, VR classrooms that mimic traditional classroom envi-
ronments allow for authentic social interaction and engagement,
which has been seen as crucial to increase learner motivation, per-
sistence, and interest [32], ultimately leading to better learning
outcomes [33]. However, in VR classrooms to date, virtual avatars
(particularly virtual classmates) that students can interact with or
that provide them with social information (i.e., hand raising) to
enhance immersion have not been fully developed and envisioned
yet. Instead, VR classrooms are typically designed to provide ei-
ther social interaction based on real-time interaction with another
real person, meaning that individual learners need to participate
synchronously with others in the same class [30], or provide pre-
programmed but limited interactive avatars [32, 34]. Given that syn-
chronous interaction in a VR classroom with a comparable number
of students as in a real classroom (e.g., more than twenty students)
is difficult to achieve, the development of VR environments that al-
low offline yet authentic social interaction with (pre-programmed)
avatar teachers and classmates is a promising avenue for VR-based
classroom learning, as such environments offer learners an authen-
tic degree of flexibility with regard to the social information they
process during learning.

It has been recently reported in [32] that presenting virtual
humans pre-programmed with interactive animations in VR class-
rooms improved learners’ motivation and immersion. However, this
poses the question of how animated avatar affect learners while they
are immersed in VR. Previous work has addressed this question and
found that virtual human animations elicit a wide range of affective
responses in humans, such as stress [47] and self-disclosure [27],
and have effects on users’ emotional responses [51, 54] and visual
attention [20, 53]. These works highlight the importance and neces-
sity of exploring the effect of avatar animations on various aspects
of user behavior when presented in VR.

Against the background that students perceive their virtual
peer’s behavior in the VR classroom similarly to in a real-world
learning scenario [1, 40] , peer learners can be purposefully imple-
mented in a pre-programmed VR classroom to promote student
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learning. Educational psychological research on so-called peer ef-
fects has repeatedly shown that the motivation of peer learners
influence individual learning trajectories regarding motivational as
well as performance outcomes [49] Hand-raising presents a highly
salient behavior of students in a classroom setting, and contains
important information about a student’s performance and moti-
vation that is perceived by peer learners and substantially shapes
their learning experience in the classroom [7, 20]. Therefore, we
consider it as one of the most important peer animations needed
to be explored in VR classroom studies. In particular, studying
the effect of (a crowd of) animated virtual humans, which typi-
cally convey social information (e.g., hand-raising of virtual peer
learners), on students’ cognitive and visual attention behaviors
reflected in eye movements can provide valuable insights for the
design features of VR-based learning environments (e.g., VR class-
room) where social information is typically present to enhance
immersion. Furthermore, a comprehensive understanding of the
effects of avatar animations on learners is indispensable to creating
well-functioning VR learning systems or more interactive online
learning systems. Eye movements as a non-intrusive and objective
measurement have been proposed in previous works as a more in-
tuitive method to investigate subjects’ conscious and unconscious
temporal behavior during tasks, such as cognitive load [3, 5, 8],
visual attention including classroom attention [6, 14, 18, 48], visual
search behavior [14], and IQ test solving [28]. With this in mind,
eye movements could provide a promising avenue to study users’
cognitive and behavioral (e.g., visual attention and visual search)
responses triggered by virtual human animations (e.g., social infor-
mation) during VR experiences. And thanks to the state-of-the-art
HMDs, eye-tracking data can be easily obtained via the built-in eye
tracker, further facilitating the use of eye movements in VR studies.

In this work, we propose an authentic immersive VR classroom
for offline learning and conduct an in-depth investigation of the ef-
fects of a crowd of physically animated virtual humans (particularly
students’ primary social counterparts: peer learners) on students’
cognitive responses and visual attention behaviors while immersed
in VR. Specifically, we designed an immersive VR classroom where
students experience an immersive lesson that simulates a real class-
room situation with a virtual teacher and a class of virtual peer
learners pre-programmed with animations. The animations were
created based on motion capture from real classrooms. To evalu-
ate students’ cognitive and visual attention behaviors before and
after the onset of animation (i.e., hand raising of peers), we mea-
sured their eye movements and pupil measures, including pupil
diameter, fixations, saccades, and dwell times. Furthermore, to ex-
amine whether the magnitude of the effects of animations was
related to the amount of social information provided by the virtual
peer learners, we purposefully implemented hand raising to mimic
different variations of real classroom social interactions (between-
subjects design: 20%, 35%, 65% or 80% of virtual peer learners are
programmed with hand raising). We calculated the change scores
of the eye movement variables before and after the onset of hand
raising as new variables and use these new variables to represent
the magnitude of the effects of animations on students’ cognitive
response and visual attention. A comparison was made between the
four hand-raising conditions. Our study provides foundation for
future work investigating the effects of a crowd of animated virtual
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peer learners on students’ cognitive response and visual attention
behavior during an immersive VR learning experience. Hence, it of-
fers profound insights for optimizing the design of virtual learning
environments from the perspective of virtual human animations.
This improvement in system design will help to further improve
learning, which is however beyond the scope of our current work.

2 RELATED WORK

2.1 Immersive VR Classrooms

The rapid development of affordable VR devices makes it easier
to create VR learning environments for learners in various ways,
such as VR labs [23, 46], VR field trips [10, 36], and VR class-
rooms [6, 14, 45]. Among these different VR learning contexts, VR
classrooms that adopt traditional classroom settings, such as room
layout and especially the presence of virtual teachers and virtual
classmates exhibiting social interaction behaviors, have the advan-
tage of providing a more authentic learning experience and higher
engagement for students [30, 32, 34]. For instance, Liao et al. [32]
suggested constructing virtual classmates as peer companions by
synthesizing time-anchored comments from previous learners to
reduce learners’ sense of isolation and increase immersion and
motivation during learning in the VR classroom. Learners were
found to achieve better learning outcomes with the accompani-
ment of a few virtual classmates than without virtual classmates.
Similarly, Liu et al. [34] developed a VR classroom with a virtual
teacher and virtual classmates as an experimental platform to in-
vestigate the redundancy effect in learning. Interactive behaviors
and animations of the virtual classmates, e.g., head movements (i.e.,
raising, lowering, and shaking the head), turning around, sneez-
ing, and taking notes, were generated and found to have effects
on learners and to be a decisive factor in the reverse redundancy
effect. In addition to VR classrooms designed for learning, Ke et
al. [30] developed a VR-based, Kinect-integrated learning environ-
ment for teaching training. Participants were teaching assistants
at a university and were asked to play the role of a teacher and a
student, respectively, in two sessions with corresponding avatars.
With other avatars in the classroom played by peer trainees (whose
body movements were projected onto their avatars in real time)
and controlled by computers (with pre-programmed animations),
participants maintained higher level of presence during immersion
in VR-based training environments, regardless of whether they
were acting as teachers or students.

The aforementioned works demonstrate the importance of the
presence of animated virtual humans in VR environments, specifi-
cally classrooms, for improving learner engagement and immersion,
as assessed by their subjective perception of the virtual human ani-
mations and learning outcomes. This inspired our study to develop
an immersive VR classroom that mimics a real classroom scenario
for offline learning, where the virtual teacher and virtual peer learn-
ers were presented with pre-programmed interactive animations
to provide students with social information and companionship.

2.2 Virtual Human Animations

Researchers have studied various effects that virtual humans have
on users during VR experiences. Robb et al. [41] examined the
effects of the presence of a virtual human animated with verbal
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responses on students taking a prostate exam in a prostate exam
simulation. They found that the virtual human elicited stress in stu-
dents and led to increased engagement. In another study, Volonte
et al. [53] examined how animation fidelity of the virtual human
affected users’ gaze behavior in a medical VR training simulation
similar to [41]. It was found that the conversational and passive
animations of the virtual human elicited visual attention responses
from users, and users’ visual attention shifted between the virtual
human and goal directed activities. However, in these studies, users
took part in VR simulations presented on a screen rather than in an
immersive HMD-based VR environment, performing simple tasks
and interacting with a limited number of (individual) virtual hu-
mans with limited animations. Closer to our work in terms of the
number of animated virtual humans and VR environment settings,
Volonte et al. [52] further investigated the effects of virtual human
animations on users’ affective and non-verbal behaviors while in-
teracting with a crowd of virtual humans with animated emotions
in an immersive HMD-based VR market scenario. It was found that
virtual crowds with positive emotions elicited the highest scores
on metrics related to interaction with the virtual agents.
However, it has not yet been investigated how animated virtual
humans, which are intended to enhance immersion and serve as
companions, in an immersive VR classroom affect learners’ real-
time and instantaneous and cognitive responses and visual attention
behaviors reflected in eye movements during learning. Instead, such
animated virtual humans in VR classrooms were found to influence
learners in their overall experience but were not assessed by eye
movements. [30, 32, 34]. A few previous works have investigated
learners’ eye movements during the VR experience. For instance,
Gao et al. [14] investigated how different configurations of VR
classrooms affect learners’ gaze behavior while learning in VR. A
range of eye movement features, including fixations and saccades,
were extracted and analyzed with average measures. Their results
showed that learners’ gaze behavior differed significantly between
different configurations of VR classrooms, suggesting that eye-
tracking is indicative of learners’ response to changes in classroom
configurations. Following, Bozkir et al. [6] found that learners’ vi-
sual attention switched between different virtual objects of interest
(OOIs) while participating in a virtual lesson in the VR classroom.
Different from the work of Gao et al. [14], which examined differ-
ent classroom configurations, the study looked in more detail at
learner attention to specific OOIs, such as instructional content
and social information from animated peer learners, which have
more to do with student learning behaviors. Although these studies
examined an averaged gaze behavior across the entire duration of
the VR experience, they provide evidence for our study to use eye
movements as a metric to explore learners’ real-time and instanta-
neous cognitive and visual attention responses to virtual human
animations that last for a short period of time in VR classroom.

3 METHODS

3.1 Participants and Apparatus

In our study, 381 sixth-grade volunteer students (179 female, 202
male) with an average age of 11.5 years (10 to 13, SD = 0.56)
were recruited from local schools to participate in our experiment.
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All volunteer participants and their guardians provided informed
consent before the experiment. Our study was IRB-approved.

The VR classroom environment was rendered using the Unreal
Game Engine ! v4.23.1. The HTC Vive Pro Eye with a refresh rate
of 90 Hz and a field of view of 110° was used. The integrated Tobii
eye tracker with a sampling frequency of 120 Hz and a standard cal-
ibration accuracy of 0.5° — 1.1° was used to record the eye tracking
data.

3.2 Experimental Design

To mimic a real classroom environment for sixth graders, we used
the same configuration in the virtual classroom as in real classrooms
(e.g., the classroom layout). In addition, a virtual teacher and twenty-
four virtual peer learners were rendered with pre-programmed
animations to enhance realism and authenticity. The virtual hu-
man animations were created based on motion capture from real
classrooms and therefore authentically mimic physical movements
similar to those of real people in real classrooms. We used record-
ings and motion captures from a sixth-grade classroom to ensure
that the virtual peers’ behaviors correspond to their virtual rep-
resentation as well as the study participants’ age. We used Xsens
Motion Capture suits to record the authentic movements of the
teacher and of six different students during a 15-min immersive
VR lesson in a regular school setting. The students were asked to
behave like they usually would in their classroom. The hand-raising
was embedded in natural movements that showed students’ moti-
vation to be called on (e.g., leaning forward); overall, however, to
avoid any confounding effects, any other distracting behaviors (like
students moving around without reason and showing off-task be-
havior) were not included in the animations. Participants sat in such
a VR classroom and listened to a virtual lesson (= 15 minutes) on
computational thinking (including basic concepts such as sequences
and loops, practical exercises applied to them) delivered by the vir-
tual teacher. During the lesson, the virtual teacher walks around
the podium, asks simple questions (twenty-one in total), and calls
on virtual peer learners with body gestures (e.g., hand gestures),
while the virtual peer learners turn around, think, and interact with
the virtual teacher by raising their hands to answer questions. To
ensure controllability, all animations were pre-programmed. To
mimic different variations of real-world social interactions in the
classroom, a fixed group (between-subjects design: 20%, 35%, 65%
or 80%) of virtual peer learners was programmed with hand raising
behavior. We chose these percentages of hand-raising students (a)
for pragmatic reasons (i.e., limiting the number of conditions to four
so we could reach sufficient statistical power with the target sample
size) and (b) for conceptual reasons (i.e., to examine differentiated
effects based on an unambiguous picture of either a minority or
majority of peers raising their hands; hence, a minority of 20% or
35% or a majority of 65% and 80%).

Note that the VR classroom had four rows of tables with virtual
peer learners that showed the pre-programmed behavior without
any randomizations. Participants were randomly either placed in
the second (front position) or fourth row (back position). To en-
sure comparability across conditions, the peer learners in rows
1-2 and rows 3-4 were programmed in a similar manner to ensure
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that the participating students had similar experiences with re-
gard to the position and proximity of the (hand-raising) peers. The
hand-raising animations were identical across the conditions (with
natural variations in authentic movements). Similarly, the audio file
used was the same across conditions; one of the hand-raising peers
was each called on and answered the teacher’s question (based on
audio recorded from the same sixth graders as the motion captures.
The immersive VR classroom is shown in Figure 1.

3.3 Procedure

After signing the informed consent form, participants were ran-
domly assigned to one of the experimental conditions. Each ex-
perimental session lasted approximately 45 minutes and included
a paper-based pre-test for demographic and learning background
information, participation in the virtual lesson, and a paper-based
post-test reporting on the VR experience. The post-test used a
4-point rating scale to assess participants’ experienced level of spa-
tial and social presence in the VR classroom (9 items based on
REFS (35, 44]; e.g., "I felt like I was sitting in the virtual classroom"
or "I felt like the teacher in the virtual classroom really addressed
me") and their perceived realism of the VR classroom (6 items; e.g.,
"What I experienced in the virtual classroom could also happen in
areal classroom" or "The students in the virtual classroom behaved
similarly to real classmates"). The results indicated an overall au-
thentic experience with mean levels of experienced presence and
perceived realism ranging from 2.82 to 2.97 (0.52 < SD < 0.62) in
all configuration conditions, with no significant differences found
between conditions. Prior to the virtual lesson, a standard 5-point
eye-tracking calibration routine was performed. All participants
were informed before the experiment that they could drop out the
experiment at any time without consequences.

3.4 Data Preprocessing and Measures

Data including eye movements and head poses were collected
from 381 participants. 40 participants who experienced hardware
problems, invalid calibration, or synchronization issues in the VR
environment were excluded. In addition, 61 participants with an
eye-tracking ratio of lower than 90% (less than 90% of signal was
recorded) were excluded. Therefore, 15 minutes of behavioral data
from each of the 280 participants (140 female, 140 male) were used in
our study. Since only raw tracking data, i.e., pupil size, gaze vectors,
and head vectors, were collected, we performed data preprocessing
that included normalization of pupil diameter and detection of eye
movements for further analysis.

Pupil diameter has been suggested in previous studies as an
indicator of cognitive load in human cognitive processes [3-5, 8],
so we used it as a measure in our study. Since pupillometry signals
were affected by noisy sensor readings and blinks, we smoothed
and normalized pupil diameters using the Savitzky-Golay filter [43]
and divisive baseline correction with a baseline duration of ~ 1
second [37].

Fixations, i.e., the periods of time during which the eyes are
stationary in the head, are generally considered an indicator of
visual attention behavior [4, 11, 19, 38]. Saccades, i.e., rapid eye
movement shifts between fixations, have been found to correlate
strongly with visual search behavior [15, 21]. Before detecting such
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eye movements from the raw eye-tracking data, linear interpolation
was performed for the missing gaze vectors. A modified algorithm
based on the well-established and widely used velocity-threshold
identification (I-VT) [22] was used for fixation detection [2, 14].
Specifically, fixations were detected under the stationary head con-
dition (head velocity < 7°/s) [2] with a maximum gaze velocity
threshold of 30°/s. As saccade detection was not constrained by
head movement, saccades were detected using the normal I-VT
method, with a minimum gaze velocity threshold of 60°/s. In addi-
tion, duration thresholds were applied, with a minimum duration
of 100ms and a maximum duration of 500ms for fixation detection
and a minimum duration of 30ms and a maximum duration of 80ms
for saccade detection.

Dwell time, i.e., the total time spent in an area-of-interest (AOI),
including all fixations and saccades as well as revisits, is a metric
that conveys the level of interest and attentive behavior within a
certain AOI of the stimuli [21]. In addition, the time to the first
fixation (TTFF) and the first fixation duration (FFD) in an OOI are
interpreted as visual scene priority [21]. Therefore, we computed
these measures for the main objects of interest (OOIs) in the VR
classroom, namely the virtual teacher, virtual peer learners, and the
screen displaying the instructional content. The number of virtual
peers that participants fixated on was also used as a measure.

3.5 Hypotheses

Our aim is to investigate the effects of social interaction animations
between the virtual teacher and peer learners (i.e., hand raising
of peers) on participants’ cognitive responses and visual attention
behaviors by analyzing various eye movements and pupil measures.
We tested the following hypotheses:

H1 We hypothesized that the animated virtual peers will influ-
ence participants’ cognitive responses. We expected partic-
ipants’ pupil diameter will increase after the hand raising
activation compared to before.

H2 We hypothesized that hand raising will affect participants’
visual attention and visual search behavior, as reflected in
fixations and saccades. We therefore expected to observe a
significant effect of animation in these measures, i.e., longer
fixation durations, more saccades, longer saccade durations,
and larger saccade amplitudes.

H3 We hypothesized that participants’ visual attention to the
virtual objects will change after the onset of hand raising,
shifting attention from instructional content (i.e., virtual
teacher and screen) to peers. Therefore, we expected an
increase in dwell time on peers as well as the number of
peers that participants fixated on, in other words, a decrease
in the dwell time on instructional content.

H4 We hypothesized not only that animated virtual peers will
have effects on participants’ behavior, but also that different
numbers of peer animations (four hand-raising conditions)
will affect participants differently.

4 RESULTS

To examine the effects of peer animations (i.e., hand raising) on
participants’ cognitive responses and visual attention, we measured
eye movements and pupil diameters before and after the onset
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of hand raising. Previous studies have shown that task-evoked
pupillary responses (TEPR), which index cognitive processing load,
have a latency of several hundred milliseconds across tasks [5, 24].
Therefore, given the duration (~ 2 seconds) of the hand raising
animation, we assessed participants’ gaze behavior within time
windows of 2.5 seconds before and after the hand raising activation.
Dependent variables including pupil diameter, fixations, saccades,
dwell times, and the number of virtual peers participants fixated
on were examined.

First, to investigate whether animated peer learners influenced
participants, we compared these dependent variables before and
after the onset of hand raising based on all experimental data. Vari-
ables used for statistical analysis were described as V_before and
V_after. For this purpose, we used a within-subjects design with
one-tailed t-tests. Specifically, a paired t-test was performed for nor-
mally distributed data; a Wilcoxon signed-rank test was performed
for non-normally distributed data. Furthermore, to verify whether
such effects existed in each hand-raising condition, we performed
the same statistical analysis (paired t-test) separately for each con-
dition. The statistical significance (see below) that we found based
on all experimental data was also found in each hand-raising condi-
tion, meaning that the animated peer learners in the VR classroom
influenced the participants regardless of the number of animations
(20%, 35%, 65% or 80% of virtual peer learners are pre-programmed
with hand raising). Given the length of the paper, we have included
the detailed paired t-test results for each condition in the Appendix.

Second, since peer learner animations were found to have an
effect on participants, as indicated by significant differences in
the paired t-tests (see below), we were interested in examining
how such effects differed between conditions. We compared the
magnitude of these effects across the four hand-raising conditions.
Specifically, we calculated the change scores of the above depen-
dent variables before and after activation of hand raising as new
variables, described as V_change (= V_after—V_before). For compar-
ison of V_change between four groups, we performed a one-way
between-subjects ANOVA and the Bonferroni-corrected Tukey-
Kramer test as a post-hoc test for the pairwise comparisons. For non-
normally distributed data, the Kruskal-Wallis H test was used as a
non-parametric version of ANOVA and the Bonferroni-corrected
Dunn’s Test as a post-hoc test for pairwise comparisons.

All statistical analyses were performed using SciPy [50], an open-
source Python? library. The significance level was set at a = 0.05
for all tests. Asterisks in Figure 3 and Figure 4 indicate significant
differences (*, **, *** and n.s. for p < .05, p < .01, p < .001, and no
statistical significance, respectively).

4.1 Pupil Diameter

To gain direct insight into the changes in pupil diameter during the
virtual lesson, we plotted the normalized pupil diameter over time.
As shown in Figure 2, the blue dots represent the mean normalized
pupil diameter of all participants at specific time points (every
100ms), while the red rectangles each mark the 2.5-second time
window after the onset of hand raising. As shown, pupil diameter
increases dramatically after the onset of hand raising compared to
before peer learners raised their hands. The mean normalized pupil

Zhttps://www.python.org/
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Figure 2: Pupil diameter changes throughout the virtual lesson.

diameter before and after the onset of hand raising (i.e., Pupil_before
and Pupil_after) was calculated for each participant. As shown in
Figure 3a, Pupil_after (M = 0.95, SD = 0.17) is significantly larger
than Pupil_before (M = 0.93, SD = 0.17), with ¢t = 1,224, p < .001.

Moreover, we calculated the change scores of mean normal-
ized pupil diameter (i.e., Pupil_change=Pupil_after—Pupil_before)
for each participant. A Kruskal-Wallis test revealed a statistically
significant difference between groups in the change in mean normal-
ized pupil diameter (H(3) = 13.59, p < .01). Notably, Pupil_change
in the 80% condition (M = 0.0243, SD = 0.011) is significantly
greater than in the 20% (M = 0.0163, SD = 0.009), 35% (M = 0.0168,
SD = 0.009), and 65% (M = 0.0168, SD = 0.011) conditions, as
shown in Figure 4a.

4.2 Fixation and Saccade

4.2.1 Fixation. The mean fixation duration before and after the on-
set of hand raising (i.e., FixaDur_before and FixaDur_after) was cal-
culated for each participant. As shown in Figure 3b, FixaDur_after

(M = 196.38ms, SD = 96ms) is significantly longer than FixaDur_before

(M = 192.54ms, SD = 95ms), with ¢ = 8,127, p < .05.

In addition, we calculated the change scores of mean fixation
duration (i.e., FixaDur_change=FixaDur_after—FixaDur_before) for
each participant. However, no statistical differences in the change
in mean fixation duration were found between groups, as shown in
Figure 4b.

4.2.2  Saccade. We found a significant effect of hand raising on
saccade measures, i.e., number of saccades (i.e., SaccNum_before
and SaccNum_after), saccade duration (i.e., SaccDur_before and
SaccDur_after), and saccade amplitude (i.e., SaccAmpli_before and
SaccAmpli_after), as shown in Figure 3c, Figure 3d, and Figure 3e,
respectively. In particular, there are significantly more saccades
after the onset of hand raising (M = 3.29, SD = 1.75) than before
(M =2.99,SD =1.73), with t = 1,184, p < .001. SaccDur_after (M =
42.35ms, SD = 9.95ms) is significantly longer than SaccDur_before
(M =39.97ms, SD = 10.08ms), with t = 6,597, p < .001. Similarly,
SaccAmpli_after (M = 11.67deg, SD = 4.63deg) is significantly
greater than SaccAmpli_before (M = 10.07deg, SD = 3.91deg), with
t =5,926, p < .001.

Furthermore, we calculated the change scores of saccade vari-
ables (i.e., SaccNum_change, SaccDur_change, SaccAmpli_change,
where Sacc_change=Sacc_after-Sacc_before) for each participant.

A Kruskal-Wallis test revealed a statistical significance between
groups in the change in mean saccade amplitude (H(3) = 19.13,
p < .001). Notably, SaccAmpli_change in the 20% condition (M =
2.13deg, SD = 5.76deg) is significantly greater than in the 35%
(M = 1.37deg, SD = 6.05deg), 65% (M = 1.53deg, SD = 5.76deg),
and 80% (M = 1.36deg, SD = 5.56deg) conditions. However, no sta-
tistical significance was found between groups with respect to the
change in saccade number and mean saccade duration. The results
are depicted in Figure 4c, Figure 4d, and Figure 4e, respectively.

4.3 Eye Movements on OOIs

4.3.1 First fixation and dwell time on OOls. We found that after
the activation of hand raising, participants initially focused their
attention more on the virtual peers OOIs than on the instructional
content OOIs (i.e., virtual teacher and screen), as evidenced by the
fact that 76% of their first fixations occurred in peer OOIs. Moreover,
the time to the first fixation (T TFF) was significantly shorter in peer
OOIs (M = 0.45s, SD = 0.21s) than in instructional content OOIs
(M = 0.93s, SD = 0.27s), with t = 4,847, p < .001. Although no
statistical difference in the first fixation duration (FFD) was found,
a longer mean FFD was observed in peer OOIs (M = 251.32ms,
SD = 110.55ms) than in instructional OOIs (M = 242.56ms, SD =
102.09ms).

A significant effect of hand raising on participants’ dwelling
behavior to peers (i.e., DwellPeer_before and DwellPeer_after) and
instructional content (i.e., Dwelllnstr_before and Dwelllnstr_after)
was found, as shown in Figure 3f. DwellPeer_after (M = 146.08ms,
SD = 59.07ms) is significantly longer than DwellPeer_before (M =
132.96ms, SD = 65.85ms), with t = 2,927, p < .001. In contrast,
participants were found to pay decreased attention to the instruc-
tional content after peers raised their hands, with Dwelllnstr_after
(M = 607.65ms, SD = 368.39ms) being significantly shorter than
Dwelllnstr_before (M = 638.77ms, SD = 383.99ms), with t = 5, 625,
p < .001. Notably, dwell time on instructional content was found
to be significantly longer than dwell time on peers, regardless of
whether or not there were hand raising animations. As seen in
Figure 3f, Dwelllnstr_before (M = 638.77ms, SD = 383.99ms) is
significantly longer than DwellPeer_before (M = 132.96ms, SD =
65.85ms), with t = 9,052, p < .001; Dwelllnstr_after (M = 607.65ms,
SD = 368.39ms) is significantly longer than DwellPeer_after (M =
146.08ms, SD = 59.07ms), with t = 10,610, p < .001.
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Figure 3: Statistical comparison of the dependent variables between the conditions before and after the start of the hand raising

animations

. Dependent variables include (a) pupil diameter, (b) fixation duration, (c) number of saccades, (d) saccade duration, (e) saccade amplitude, (f)
dwell on peers and instructional content, and (g) number of peers fixated by participants.

In addition, we calculated the change scores of dwell time on
peers (DwellPeer_change=DwellPeer_after-DwellPeer_before) as well
as on instructional content (i.e., the virtual teacher and screen)
(Dwelllnstr_change=Dwelllnstr_after-Dwelllnstr_before). A Kruskal-
Wallis test revealed a significant difference between groups in the
change in mean dwell time on instructional content (H(3) = 56.96,
p < .001), as shown in Figure 4g. Notably, Dwelllnstr_change (ab-
solute value) is significantly greater in the 80% condition (M =
—48.44ms, SD = 38.93ms) than in the 20% (M = —22.51ms, SD =
47.74ms), 35% (M = —26.98ms, SD = 36.02ms), and 65% (M =
—24.22ms, SD = 45.56ms) conditions. However, no statistical differ-
ences were observed in the change in mean dwell time on peers
between groups (see Figure 4f).

4.3.2  Number of Peers Fixated by Participants. We calculated the
number of virtual peers that participants fixated on before and after
the onset of hand raising (i.e., NumPeer_before and NumPeer_after).
As shown in Figure 3g, we found a statistically significant in-
crease in the number of peers that participants fixated on, with
NumPeer_after (M = 1.40, SD = 0.91) being significantly larger than
NumPeer_before (M = 0.92, SD = 0.61), with t = 1,344, p < .001.
Moreover, we calculated the change scores of the number of
peers fixated by participants (NumPeer_change=NumPeer_after-
NumPeer_before). A Kruskal-Wallis test revealed a statistically sig-
nificant difference between groups in the change in the number
of peers fixated by participants (H(3) = 187.09, p < .001). The
NumPeer_change is significantly greater in the 80% condition (M =

1.25, SD = 2.39) than in 20% (M = 0.1, SD = 1.51), 35% (M = 0.11,
SD = 1.38), and 65% (M = 0.32, SD = 1.47) conditions, as shown in
Figure 4h.

5 DISCUSSION

5.1 Results Discussion

In this section, we discuss the results based on the previously pos-
tulated hypotheses H1-H4. Overall, the results show that the pre-
programmed social animation of virtual peers (i.e., hand raising
in response to the virtual teacher’s questions) had an effect on
participants’ cognitive responses and visual attention behaviors
during the VR classroom experience, as indicated by various eye
movements and pupil measures (see Figure 3). The magnitude of
this effect differed between four hand-raising groups (see Figure 4).

Specifically, it was found that participants’ pupil diameter in-
creased significantly after the onset of hand raising (see Figure 2
and Figure 3a). Since pupil diameter is often reported as an indicator
of cognitive load [9, 31], this significant increase in pupil diame-
ter suggests that participants have increased cognitive processing
load and exert more cognitive effort when exposed to the social
information that needs to be processed [13], which can be further
confirmed by the results of other eye movement measures. Thus,
our first hypothesis H1 is confirmed.

Analysis of fixation and saccade measures allowed investigation
of the effects of peer animations on participants’ visual attention
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and visual search behavior. First, we found that participants exhib-
ited longer fixation duration after hand raising was activated (see
Figure 3b), suggesting that they had longer cognitive processing
time and more attentive behavior [12, 26] while immersed in a VR
classroom with animated virtual peers that were animated with
more hand raising. This could be due to participants directing their
attention to the raised hands around them. And this social informa-
tion conveyed by their peers requires more processing time, which
consequently implies additional cognitive effort [25, 42]. The in-
crease in information processing time is consistent with the increase
in cognitive processing load reflected in pupil diameter. Second, it
was found that participants showed significantly different visual
search behavior when exposed to hand raising animations, which
was reflected in saccade measures (see Figure 3c, Figure 3d, Fig-
ure 3e). Participants were found to exhibit more saccades after peers
raised their hands, suggesting that their visual spatial attention was
influenced and that they showed more visual search behavior [16].
In addition, saccades with greater amplitude were detected after
the onset of hand raising, which is another indication that partic-
ipants’ attention might be drawn to more salient attraction cues
from a distance around them [17]. These results support our second
hypothesis H2.

Before the peer learners raise their hands, the virtual teacher and
the screen displaying the learning content are the main focus of the
participants’ attention. After being confronted with social informa-
tion from peers (i.e., hand raising), participants gave higher visual

priority to the animated peers than to the instructional content to
which they paid attention before hand raising, as indicated by their
first-fixation behavior [21]. This visual priority is further evidenced
by the time to the first fixation (TTFF) within OOIs. Furthermore,
participants were found to shift their attention from instructional
content to their peers (see Figure 3f). As a consequence, the number
of peers participants fixated on was found to increase significantly
after hand raising (see Figure 3g), further supporting our attention
shift hypothesis. The change in visual priority is consistent with the
shift in visual attention reflected in dwell time measures, and they
can be parsed together. Taken together, all these results support our
third hypothesis H3. Surprisingly, it is noteworthy that although
participants’ attention was captured by their peers’ social anima-
tions, their attention remained primarily focused on the learning
content (i.e., virtual teacher and screen) while the hand raising was
occurring (see Figure 3f). This indicates that regardless of the ani-
mations, participants exhibited significantly longer attention time
on the instructional content than on peers, which in turn implies
that their learning activities were still ongoing when they were
exposed to social information.

The attention shift results evidencing hypothesis H3 (attention
shifts from instructional content to peer learners) further support
our hypothesis H1 (cognitive load increases) and hypothesis H2
(visual attention and visual search behavior change). When partici-
pants were exposed to peer animation (i.e., hand raising) intended
to increase immersion and authenticity, their attention inevitably



Effects of Virtual Human Animation on Students in an Immersive VR Classroom

shifted to such animations, resulting in more focused attentional
behavior and stronger visual search behavior, which ultimately also
led to a change in cognitive processing load. Overall, our results sup-
port the first three hypotheses (H1-H3) that participants respond
cognitively and attentionally to animated virtual companions while
participating in a VR lesson, as reflected in various eye movements
and pupil measures.

Furthermore, we measured the change in all variables after hand
raising compared to before and considered it as a measure of the
extent to which the animation affected participants. Results show
that the hand raising animation affected participants differently
across groups (see Figure 4), and this difference is mainly between
groups with lower (20%) and higher (80%) number of animations.
Specifically, when participants were surrounded by a large number
of animated peers (80%) from different directions, they were able
to perceive the most animations, and thus this large amount of so-
cial information caused participants’ cognitive load to increase the
most [13]. This is evidenced by significant increase in pupil diame-
ter and number of peers fixated by participants in the 80% condition
than in the other conditions. Consequently, participants in groups
with a higher (80%) number of animations showed a significantly
greater decrease in their visual attention to the lesson content than
in groups with a lower (20%) number of animations. This is because
that their attention was more likely to shift from the instructional
content to virtual peers when they were surrounded by a larger
number of animated virtual peers. Therefore, participants in the
20% condition showed a significantly greater increase in saccade
amplitude than in the other conditions. Since when participants
were surrounded by a small number of animated peers (20%), they
had to exert more effort to search for the raised hands, which were
slightly more difficult to catch, than when they were surrounded
by more animations, resulting in a greater increase in visual search
behavior [16, 17]. However, no significant difference were found in
the increase in fixation duration, saccade number, saccade duration,
and dwell time on peers between groups. Thus, our fourth hypoth-
esis H4 is partially validated by these results. Our results indicate
that participants’ cognitive and visual attention responses elicited
by virtual avatar animations are related to the number of anima-
tions, which could provide insights for designing VR environment
with optimal virtual avatar animations.

In this study, it was found that animated peer learners signifi-
cantly affect learners from several aspects, and that these effects
are related to the number of animations provided. Such a finding
further contributes to how and to what extent virtual peer learn-
ers’ animations can be implemented in immersive VR classrooms
to both enhance authenticity and control the distractions and ad-
ditional cognitive load that the VR systems impose on learners
to an acceptable level. Deciding on the number of social anima-
tions depends on the purpose of the designed VR applications, i.e.,
whether instructional content or social information is more im-
portant to learners. Our study does not aim to tell to what extent
avatar animations should be provided, but is an exploratory study
that provides bases for further studies that need to decide on the
animations provided in their VR applications. Such findings provide
important insights specifically for designing educational VR appli-
cations by implementing certain avatar animations related to users’
learning behaviors (e.g., hand raising of peer learners), but also
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more generally for designing avatar animations in other VR-based
systems, such as animated avatars in contexts like medical training
simulation [52, 53]. Eye-tracking technology offers a viable way to
investigate this research question by extracting users’ temporal eye
movements that are indicative of various human behaviors such as
visual attention, visual search, as well as cognitive processing load.

5.2 Limitations and Future Work

Our immersive VR classroom was built with animated virtual teacher
and peer learners to provide students with a high level of immer-
sion. However, since we aim to explore how students respond to the
animations of their primary social counterparts (i.e., peer learners),
all animations were pre-programmed in the spirit of controllability.
However, this may reduce students’ sense of immersion since the
teacher does not call on them when they raise their hand. Although
avatar animations were found to have an impact on students’ cogni-
tive and visual attention behaviors, and this impact was related to
the number of animations, it is unclear whether students’ learning
outcome is also associated with and affected by avatar animations.
In our future work, we aim to investigate this question as it will
provide guidance on the optimal design of VR environments for
educational purposes and thus maximize the efficiency of student
learning in such VR environments.

6 CONCLUSION

In this paper, we designed an immersive VR classroom with pre-
programmed animated virtual avatars to investigate how social
interactions between the virtual teacher and peers (i.e., peer hand
raising in response to the teacher’s questions) affect students’ cog-
nitive and visual attention behaviors during a virtual lesson. To
this end, eye movements and pupil measures were analyzed. We
found that peers’ hand raising had an effect on students’ behavior
in several aspects, including increased cognitive load, attentional
shift from instructional contents (i.e., virtual teacher and screen)
to peers, and increased information processing time and visual
search behavior. The effects of hand raising on various aspects of
students reflected in different measures are interrelated. In addition,
we found that the magnitude of such effects is related to the number
of animations (number of animated peer learners).

In our study, we developed an immersive VR classroom that
closely resembles a real classroom by creating not only a virtual
teacher but also a set of animated virtual peer learners with social
information (i.e., hand raising) to enhance immersion and authen-
ticity. Our research provides a methodological foundation for inves-
tigating students’ instantaneous and intuitive responses to virtual
human animations (particularly virtual peers) during VR experience
using eye movements. Our results imply that the effects of avatar
animation should be considered by developers when presenting
animated virtual humans to enhance immersion or for interaction
purposes in VR environments. Overall, these findings have impor-
tant implications for future studies aiming to create more effective,
interactive, and authentic VR-based (learning) environments.
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