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Figure 1: Immersive virtual reality classroom.

ABSTRACT
With rapid developments in consumer-level head-mounted displays
and computer graphics, immersive VR has the potential to take on-
line and remote learning closer to real-world settings. However,
the effects of such digital transformations on learners, particularly
for VR, have not been evaluated in depth. This work investigates
the interaction-related effects of sitting positions of learners, vi-
sualization styles of peer-learners and teachers, and hand-raising
behaviors of virtual peer-learners on learners in an immersive VR
classroom, using eye tracking data. Our results indicate that learners
sitting in the back of the virtual classroom may have difficulties ex-
tracting information. Additionally, we find indications that learners
engage with lectures more efficiently if virtual avatars are visualized
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with realistic styles. Lastly, we find different eye movement behav-
iors towards different performance levels of virtual peer-learners,
which should be investigated further. Our findings present an im-
portant baseline for design decisions for VR classrooms.
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1 INTRODUCTION
Recently, many universities and schools have switched to online
teaching due to the COVID-19 pandemic. Online and remote learn-
ing may become more prevalent in the near future. However, one
of the disadvantages of teaching and learning in such ways com-
pared to conventional classroom-based settings is the limited social
interaction with teachers and peer-learners. As this may demoti-
vate learners in the long term, better social engagement providing
solutions such as immersive virtual reality (IVR) can be used for
teaching and learning. Next-generation VR platforms such as En-
gage1 or Mozilla Hubs2 may offer better social engagement for
learners in the virtual environments; however, the effects of such
environments on learners have to be better investigated. In addi-
tion to the opportunity to provide more efficient social engagement
configurations, VR also enables building and evaluating situations
that are difficult to set up in real life (e.g., due to the privacy-related
concerns or current availability).

While VR technology has a long history in the education do-
main [22, 48], the current availability of consumer-grade head-
mounted displays (HMDs) allows for the creation of immersive
experiences at a reasonable cost, making it possible to employ im-
mersive personalized VR experiences in classrooms in the near fu-
ture [13]. However, the digital transformations of classrooms reflect
an important and critical step when developing VR environments
for learning purposes and require further research. A unique oppor-
tunity to understand the gaze-based behavior, and consequently,
attention distribution of learners in such VR settings is provided
through the analysis of the eye movement of learners [49]. Since
some of the high-end HMDs already consist of integrated eye track-
ers, it does not require extensive effort to extract eye movement
patterns during simulations in VR. A thorough analysis of the eye
movements allows to infer information on the users going beyond
the gaze position, for example stress [24], cognitive load [12], visual
attention [11], evaluation and diagnosis of diseases [46], future gaze
locations [27], or training evaluation [35]. In the virtual classroom,
this rich source of information could even be combined with the
virtual teachers’ attention, similar to real-world classrooms [21, 59],
to design more responsive and engaging learning environments.

In this study, we design an immersive VR classroom that is similar
to a real classroom, enabling students to perceive an immersive
virtual classroom experience. We focus on exploring the impact
of the digital transformation from the classroom to immersive VR
on learners by analyzing their eye movements. For this purpose,
three design factors are studied, including sitting positions of the
participating students, different visualization styles of the virtual
peer-learners and teachers, and different performance levels of
virtual peer-learners with different hand-raising behaviors. Figure 1
shows the overall design of the virtual classroom. Consequently,
our main contributions are as follows.

• We design an immersive VR classroom and conduct a user
study to enable students to virtually perceive “interactive”
learning.

1https://engagevr.io/
2https://hubs.mozilla.com/

• We analyze the effect of different sitting positions on learn-
ers, including sitting in the front and back. We find signifi-
cantly different effects in fixation and saccade durations, and
saccade amplitudes in relation to the sitting position.

• We evaluate the effect of different visualization styles of
virtual avatars on learners including cartoon and realistic
styles and find significantly different effects in fixation and
saccade durations, and pupil diameters.

• We assess the effect of different performance levels of virtual
peer-learners on learners by evaluating various hand-raising
percentages, and find significant effects particularly in pupil
diameters and number of eye fixations.

2 RELATEDWORK
As head-mounted displays (HMDs) and related hardware become
more accessible and affordable, VR technology may become an
important factor in the educational domain, particularly given its
provided immersion and potential for teaching [18, 62]. Various
recent works on VR and education indicate that VR may offer sig-
nificant advantages for learning and teaching. For instance, based
on the post-session knowledge tests, both augmented and virtual
reality (AR/VR) are found to promote intrinsic benefits such as
increasing learners’ immersion and engagement when used for
learning structural anatomy [42]. In [2], the impact of VR systems
on student achievements in engineering colleges was investigated
by evaluating the results of post-quizzes and the results show that
VR conditions present significant advantages when compared to
no-VR conditions since students improve their performance, which
indicates that VR can successfully support teaching engineering
classes. Additionally, VRwas also evaluated to help teachers develop
specific skills that can be helpful in their teaching processes [33]. In
addition to teaching and learning processes, another aspect under
evaluation concerns the types of virtual environment configurations
that are used not only for learning, but also for exploring immer-
sion, motivation, and interaction. To this end, different types of VR
setups have been studied. [13] introduced an immersive VR tool to
support teaching and studying art history, which indicates, when
used for high-school students, an increased motivation towards art
history. [50] explored the possibility of using low-cost VR setups
to improve daily classroom teaching by using a smartphone-based
VR system. According to the evaluations using pre- and post tests,
the proposed VR setup helps students perform better compared
to traditional teaching using whiteboard and slides. Furthermore,
HMD-based VR environment was studied in an elementary class-
room for teachers to guide their students in exploring learning
elements in immersive virtual field trips [14]. It has been concluded
that students’ motivation was enhanced after the virtual field trips.
Overall, such works imply that while increasing motivation and
engagement, different types of VR environments provide plenty of
benefits and can be used to assist learning and teaching processes
by providing users with immersive experiences.

One disadvantage of such VR and online learning tools is that
learners’ motivation and performance may be affected by lack of
social interaction [26], peer accompaniment [39], or immersion [45].
Furthermore, realism in immersive environments can have vari-
ous implications [23], related to both learning and interaction. To



Digital Transformations of Classrooms in Virtual Reality CHI ’21, May 8–13, 2021, Yokohama, Japan

address these issues, several works have focused on how to pro-
vide more realistic and immersive environments. For example, [56]
discusses the design of the VR environments for classrooms by repli-
cating real learning conditions and enhancing learning through
real-time interaction between learners and instructors. Further-
more, [36] constructed virtual classmates by synthesizing previous
learners’ time-anchored comments and indicates that when stu-
dents are accompanied by a small number of virtual peer-learners
built with prior learners’ comments, their learning outcomes are
improved. In addition to virtual peer-learners, the presence of vir-
tual instructors may also have an impact on learning in VR. [58]
investigated this and reports that learners engaged more with the
environment and progressed further with the interaction prompts
when a virtual instructor was provided. These works and findings
indicate that the styles and types of virtual agents in the virtual
environments may have several effects on students’ attention and
perception during immersion and should be taken into account.
The evaluation of real-time visual attention towards similar con-
figurations, which could be carried out using sensors such as eye
trackers, may not only help to understand learning processes but
also provide empirical insights about interactions during virtual
classes for digital transformations of classrooms in VR.

From immersion and interaction point of view, video telecon-
ferencing systems share similar goals with the VR classrooms as
such systems enable people to experience highly immersive and
interactive environments [31] and have been studied in the VR
context as well. For example, [32] proposed a video teleconference
experience using a VR headset and found that the sense of immer-
sion and feeling of presence of a remote person increases with VR.
Furthermore, different mixed reality (MR)-based 3D collaborative
mediums were studied in terms of teleconference backgrounds and
user visualization styles [29]. The real background scene and real-
istically constructed avatars promote a higher sense of co-presence.
Low-cost setups were investigated also for real-time VR telecon-
ferencing [34], as it was done for VR learning environments and
it is found that it is possible to improve image quality using head-
sets in these setups. The possibility of having low-cost setups may
become an important factor in the future when accessibility and
extensive usage of everyday VR environments for learning [2] and
interaction [56] are considered.

In general, while the visualization styles and rendering are con-
sidered to affect learners’ perception and attention, in virtual learn-
ing environments particularly in IVR classrooms, other design fac-
tors are also important for attention-related tasks. For instance, [7]
has studied the effect of being closer to the teacher, being in the
teacher’s field of view (FOV), and the availability of virtual co-
learners in virtual classrooms. In particular, the authors found that
students learn more if they are closer to the teacher and by being
in the center of the teacher’s FOV. In addition, when no co-learners
or co-learners who have positive attitudes towards the lecture (e.g.,
looking at the teacher or taking notes) are available, students learn
more information about the lecture instead of the virtual room.
Gazing time was approximated according to the time students kept
the virtual teacher in their FOVs; however, real-time gaze informa-
tion was missing during the experiments. Exact gazing patterns
and different eye movement events during learning are particularly
needed for understanding moment-to-moment visual behaviors

of students. In another work, [9] studied the effect of the sitting
position on attention-deficit/hyperactivity disorder (ADHD) expe-
riencing students in such classrooms and found indications that
front-seated students are affected positively by this configuration
in terms of learning. However, similar to [7], the authors did not
have gaze information available but identified that the evaluation
of eye movements may provide additional insights during learning,
particularly in terms of real-time visual interaction, when learning
and cognitive processes are taken into consideration. In addition,
eye movements are also considered as choice of measurements
to study visual perception during learning [25, 28]. [17] and [55]
have studied attention measures and social interaction in similar
setups using continuous performance tests and head movements,
respectively. The latter work has used head movements as a proxy
for visual attention and found that head movements shift between
target and interaction partner. This finding partly supports the find-
ing of [58] that the learners’ engagement increases when a virtual
instructor is presented. However, both works lack eye movement
measurements. As also reported by [55], eye movements should
be examined along with head movements to understand attention
and interaction more in-depth, since eyes can move differently. In
addition, [44] studied the relationship between performance, sense
of presence, and cybersickness, whereas [38] examined attention,
more particularly ADHD with continuous performance task in a
virtual classroom. However, both works are more in the clinical
domain, which are relatively different from an everyday classroom
setup. [51] provides a general overview more from clinical perspec-
tive. Lastly, although has not been studied extensively in VR yet,
peer-learners’ engagement expressed by hand-raising behavior [10]
may also affect the attention and visual behaviors of learners in the
VR classrooms, which could be further studied.

In summary, while showing that VR could be a useful technology
to support education, the aforementioned works primarily focused
on the importance of used mediums and configurations, visualiza-
tion styles, participant locations for visual attention, engagement,
motivation, and learning of participants in VR classrooms. Yet, real-
time and moment-to-moment interactions with the environment
and visual behaviors of students in an everyday VR classroom setup
were not studied in depth. Although obtaining such information
in real-time is challenging, analyzing eye-gaze and eye movement
features can provide valuable understanding into visual attention
and interaction in a non-intrusive way, especially for designing
such classroom configurations. For instance, long fixations can be
related to the increased amount of cognitive process [30], whereas
long saccadic behaviors are related to inefficient search behav-
ior [19]. Furthermore, pupillometry is highly related to cognitive
workload [3, 4]. Such information is also argued for consideration
in IVR environments [5, 6]. In fact, when designing immersive VR
environments for digital transformations of classrooms in virtual
worlds, such features can be key to understand visual attention,
cognitive processes, and visual interactions towards different class-
room manipulations, which may also affect learning and teaching
processes. To address this research gap, we study three config-
urations in an everyday VR classroom setup including different
visualization styles of virtual avatars, sitting positions of partici-
pants, and hand-raising based performance levels of peer-learners
by using eye movement features.
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(a) Back sitting participant experiencing the VR classroom. (b) Front sitting participant experiencing the VR classroom.

(c) Cartoon-styled avatars. (d) Realistic-styled avatars.

Figure 2: Views from the immersive virtual reality classroom.

3 METHODOLOGY
The main purpose of our study is to investigate the effects of digital
transformations of the classrooms to VR settings on learners. There-
fore, we designed a user-study to study these effects. In this section,
we discuss the participant information, apparatus, experimental
design, experiment procedure, measurements, data pre-processing
steps, and our hypotheses. Our study and data collection were ap-
proved by the institutional ethics committee at the University of
Tübingen (date of approval: 25/11/2019, file number: A2.5.4-106_aa)
as well as the regional council responsible for educational affairs at
the district of Tübingen.

3.1 Participants
Participants were recruited from local academic track schools via
e-mails and invitation letters. After obtaining written informed
consent from both students and their parents or legal guardians,
all students who indicated interest were admitted to the study.
381 volunteer sixth-grade students (179 female, 202 male), whose
ages range from 10 to 13 (𝑀 = 11.51, 𝑆𝐷 = 0.56), were recruited
to participate in the experiment. Due to hardware problems or
incorrect calibration, data from 32 participants were removed. In
addition, data from 61 participants were also removed due to eye
tracker related issues including low eye tracking ratio (lower than
90%). Therefore, data from 288 participants (137 female, 151 male),
whose ages range from 10 to 13 (𝑀 = 11.47, 𝑆𝐷 = 0.51), were used
for evaluations. We had 16 different conditions in the experiment
and the average number of participants for each condition was 18
(𝑆𝐷 = 5.3). In addition to the actual study and data collection, we
successfully piloted both our technical setup and the experimental

workflow with 55 similar aged (𝑀 = 11.35, 𝑆𝐷 = 0.52) sixth-grade
students (20 female, 35 male).

3.2 Apparatus
In our experiments we employed HTC Vive Pro Eye devices with a
refresh rate of 90Hz and a field of view of 110◦. The VR environment
was designed and rendered using the Unreal Game Engine3 v4.23.1.
The screen resolution for each eye was set to 1440× 1600. To collect
eye movement data, we used the integrated Tobii eye tracker with
a 120 Hz sampling rate and a default calibration with 0.5◦ − 1.1◦
accuracy.

3.3 Experimental Design
The virtual classroom designed in our study has 4 rows and 2
columns of desks along with chairs, as well as other objects which
typically exist in the conventional classrooms such as a board and
display. In total, there are 24 virtual peer-learners sitting on the
chairs. A virtual teacher standing in front of the classroom teaches
a ≈ 15-minute virtual lecture to the students about computational
thinking [60]. During the lecture, the virtual teacher walks around
the podium. The virtual peer-learners and participants sit on the
chairs throughout the lecture. The lecture has four phases including
(a) topic introduction (≈ 3minutes), (b) knowledge input (≈ 4.5
minutes), (c) exercises (≈ 5.5 minutes), and (d) summary (≈ 1.5
minutes). There are distracting behaviors from virtual peer-learners
(e.g., raising hands, turning around) in the first, second, and third
phases of the lecture.

3https://www.unrealengine.com/
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Table 1: Head and eye movement event identification thresholds.

Event Conditions for velocity (𝑣) Conditions for duration (Δ)

Stationary HMD 𝑣ℎ𝑒𝑎𝑑 < 7◦/𝑠 -
Fixation 𝑣ℎ𝑒𝑎𝑑 < 7◦/𝑠 and 𝑣𝑔𝑎𝑧𝑒 < 30◦/𝑠 100𝑚𝑠 < Δ𝑓 𝑖𝑥𝑎𝑡𝑖𝑜𝑛 < 500𝑚𝑠

Saccade 𝑣𝑔𝑎𝑧𝑒 > 60◦/𝑠 30𝑚𝑠 < Δ𝑠𝑎𝑐𝑐𝑎𝑑𝑒 < 80𝑚𝑠

In the beginning of the first phase, the teacher enters the class-
room, stays in the classroom for a while, and then leaves for ≈ 20
seconds, giving participants the opportunity to look around and ad-
just to the virtual environment. The topic of the lecture is displayed
on the board as “Understanding how computers think”. During the
first phase, the teacher asks five simple questions to interact with
the students. Some of the peer-learners raise their hands and answer
the questions. In the second phase, the teacher explains two terms
to the students, namely, the terms “loop” and “sequence”. These
terms are also shown on the display. Then, the teacher asks four
questions about each term and the peer-learners raise their hands
to answer the questions. In the third phase, the teacher gives the
students two exercises to evaluate whether or not they understand
the terms correctly. For each exercise, the students have some time
to think. Then, the teacher provides the answers for each exercise,
and the peer-learners vote for the correct answer by raising their
hands. In the last phase, the teacher stands in the middle of the
classroom to summarize the lecture. No questions are asked in this
phase; therefore, none of the peer-learners raise their hands.

Our study is in between-subjects design. The participants are
located either in the front or back region of the virtual classroom.
The participants that sit in the front of the virtual classroom have
one row in front of them, whereas the participants that sit in the
back have three rows in front of them. The visualization styles
of the avatars have two levels as well, in particular cartoon and
realistic. Lastly, the hand-raising percentages, which are intended to
show the performance levels of the virtual peer-learners, have four
different levels, including 20%, 35%, 65%, and 80%. Combining all,
we have a 2×2×4 factorial design that forms 16 different conditions
in total. Participants’ views from back and front sitting positions,
cartoon- and realistic-styled avatars are depicted in Figures 2 (a),
(b), (c), and (d), respectively.

3.4 Procedure
Each experimental session took ≈ 45minutes including preparation
time. We conducted the experiments in groups of ten participants
by assigning each participant randomly to one of the sixteen con-
ditions. Before the data assessment took place at the participating
schools, students were informed that they could drop out of the
study at any time without consequences. After a brief introduc-
tion to the experiment and the data collection process, participants
had the opportunity to acclimate with the hardware and the VR
environment.

The experiment started with the eye tracker calibration. After
calibration success, the experimenters pressed the “Enter” button
to start the actual experiment and data collection process, wherein
participants experienced the immersive virtual environment and
the lecture. The experiments were supposed to be carried out in one

session without breaks, mimicking thus a real classroom teaching
session, lasting about 15 minutes. At the end of the experiment, the
VR application displayed a message telling the participants to take
off their HMDs. Lastly, participants filled out questionnaires about
their experienced presence and perceived realism.

3.5 Measurements
For this work, our main focus was eye-gaze, head-pose, and pupil
related activities of the participants as these are considered to be
rich information sources, especially in VR. Fixations are the periods
during which eyes are stationary within the head while fixated on
an area of interest. Saccades, on the other hand, are the high-speed
ballistic eye movements that shift eye-gaze from one fixation to
another.

Using fixations, saccades, and pupil diameters, plenty of eye
movement features are extracted. In this study, we extracted the
number of fixations, fixation durations, saccade durations, saccade
amplitudes, and normalized pupil diameters to analyze different
conditions of the experiment. In the eye tracking literature, longer
fixation durations correspond to engaging more with the object
or increased cognitive process [30]. Fixation durations are mainly
related to cognition and attention; however, it is argued that they
are affected by the procedures that lead to learning and it is reported
that fixation durations can be used to understand learning processes
as well [43]. For instance, [15] has studied fixation patterns during
learning in simulation- and microcomputer-based laboratory and
found that simulation group had longer fixation duration, which
means more attention and deeper cognitive processing. In addition
to the fixations, longer saccade durations correspond to less efficient
scanning or searching [19], whereas longer saccade amplitudes
mean that attention is drawn from a distance [20]. Furthermore,
a larger pupil diameter is related to higher cognitive load [8]. In
addition, while being task dependent, [16] has indicated that pupil
diameter measurements in high task load correlate with individual’s
performance. However, as pupil diameter values are also affected
by the illumination, a controlled environment is needed to assess
it. In our VR setup, the illumination is controlled across different
conditions. Besides, a general overview of considering eye tracking
as a tool to enhance learning with graphics is provided in [41].

Additionally, the self-reported presence and realism were as-
sessed by questionnaires. The items in the questionnaires were
based on the conceptualizations of [54] and [37] which were devel-
oped particularly to assess students’ perception of the VR classroom
situation. The experienced presence and perceived realism were
assessed via using a 4-point Likert scales ranging from 1 (“do not
agree at all”) to 4 (“completely agree”) with nine (e.g., “I felt like
I was sitting in the virtual classroom.” or “I felt like the teacher
in the virtual classroom really addressed me.”) and six items (e.g.,
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(a) Mean fixation durations. (b) Mean saccade durations. (c) Mean saccade amplitudes.

Figure 3: Results for different sitting positions. Significant differences are highlighted with * and *** for 𝑝 < .05 and 𝑝 < .001,
respectively.

“What I experienced in the virtual classroom, could also happen in a
real classroom.” or “The students in the virtual classroom behaved
similarly to real classmates.”), respectively.

3.6 Data Pre-processing
As the raw eye tracking data collected from the VR device does not
include fixations, saccades or similar eye movements, we first pre-
processed the data to identify these events. Detecting different eye
movements in the VR setup is a challenging task and different from
the traditional eye tracking experiments that include equipment
such as chin-rests, as participants have opportunity to move their
heads freely in VR. In the eye tracking literature, Velocity-Threshold
Identification (I-VT) method is used to classify fixations based on
velocities [52]. In the VR context, [1] applied a similar method to
detect eye movement events. We opted for a similar approach.

Before applying the I-VT, we first applied linear interpolation
for the missing gaze vectors. After the interpolation, we identified
the fixations when the HMD was stationary. However, the iden-
tification of saccades was not restricted by the HMD movement.
The used velocity and duration thresholds for the HMD movement
states, fixations, and saccades are depicted in Table 1, where the
velocities and durations are given as 𝑣 and Δ, respectively. Unlike
the fixations and saccades, the pupil diameter values are reported
by the eye tracker. As raw pupil diameter values are affected by
blinks and noisy sensor readings, we smoothed and normalized the
pupil diameter readings using Savitzky-Golay filter [53] and divisive
baseline correction using a baseline duration of ≈ 1 seconds [40],
respectively.

3.7 Hypotheses
We developed three hypotheses, each corresponds to one design
factor.

• Hypothesis-1 (H1): We hypothesize that the different sit-
ting positions of the participants yield different effects on
the eye movements. As the participants that sit in the front
are closer to the board, displays, and the teacher, we assume
that they can attend the virtual lecture more efficiently than
participants in the back and have less difficulty extracting

information about the lecture. However, as they have a nar-
rower field of view, particularly towards the frontal part of
the classroom, they need to shift their attention more than
the participants sitting in the back.

• Hypothesis-2 (H2): We hypothesize that different visualiza-
tion styles of virtual avatars affect student visual behaviors
differently. More particularly, as students are familiar with
realistic styles in the conventional classrooms, we claim that
compared to cartoon-styled visualization condition, they at-
tend the scene shorter during fixations in the realistic-styled
visualization setting as cartoon-styled avatars are more at-
tractive to the students. Therefore, students engage with
the environment more in the cartoon-styled visualization
condition than in the realistic-styled condition.

• Hypothesis-3 (H3): We hypothesize that different hand-
raising percentages of virtual peer-learners can distinctively
affect the behaviors of participants. Specifically, we antici-
pate that when relatively higher percentages of hand-raising
levels are provided, such as 65% or 80%, the participant’s
cognitive load will be higher due to the fact that many of
the peer-learners attend the lecture with a high focus. Simi-
larly, participants have more fixations in the classroom in
the higher hand-raising percentage conditions as a higher
number of hand-raising percentage creates an opportunity
for various attention and distraction points.

4 RESULTS
As we have three factors that form 16 different conditions, we
applied 3-way full-factorial analysis of variance (ANOVA) by setting
the level of significance to 𝛼 = 0.05 with Tukey-Kramer post-hoc
test. For the non-parametric factorial analysis, we used the Aligned
Rank Transform (ART) [61] before applying ANOVA procedures.

4.1 Analysis on Different Sitting Positions
Different sitting positions have an impact on the mean fixation and
saccade durations, and mean saccade amplitudes. The mean fixation
durations of the front and back sitting participants are illustrated in
Figure 3 (a). The participants that sit in the back have significantly
longer mean fixation durations (𝑀 = 222.6𝑚𝑠, 𝑆𝐷 = 14.57𝑚𝑠) than
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(a) Mean fixation durations. (b) Mean saccade durations. (c) Pupil diameters.

Figure 4: Results for different avatar visualization styles. Significant differences are highlighted with * for 𝑝 < .05.

the participants that sit in the front (𝑀 = 218.75𝑚𝑠, 𝑆𝐷 = 13.11𝑚𝑠),
with 𝐹 (1, 272) = 6.7, 𝑝 = .01.

Both saccade durations and amplitudes are influenced by the sit-
ting positions and are depicted in Figures 3 (b) and (c), respectively.
The results reveal significantly longer saccade durations in the front
condition (𝑀 = 50.23𝑚𝑠, 𝑆𝐷 = 1.7𝑚𝑠) than in the back condition
(𝑀 = 47.9𝑚𝑠, 𝑆𝐷 = 2.62𝑚𝑠), with 𝐹 (1, 272) = 73.76, 𝑝 < .001. Simi-
larly, the mean saccade amplitude is significantly larger in the front
condition (𝑀 = 10.93◦, 𝑆𝐷 = 1.54◦) than in the back condition
(𝑀 = 10.05◦, 𝑆𝐷 = 1.38◦), with 𝐹 (1, 272) = 22.6, 𝑝 < .001.

4.2 Analysis on Different Avatar Styles
Different avatar visualization styles affect the mean fixation and
saccade durations, and pupil diameters. The results are depicted in
Figures 4 (a), (b), and (c), respectively. The mean fixation durations
are significantly longer in the cartoon-styled avatar condition (𝑀 =

222.88𝑚𝑠, 𝑆𝐷 = 14.06𝑚𝑠) than in the realistic-styled avatar condi-
tion (𝑀 = 218.6𝑚𝑠, 𝑆𝐷 = 13.76𝑚𝑠), with 𝐹 (1, 272) = 5.27, 𝑝 = .022.
By contrast, the mean saccade durations are significantly shorter
in the cartoon-styled avatar condition (𝑀 = 48.58𝑚𝑠, 𝑆𝐷 = 2.66𝑚𝑠)
than in the realistic-styled condition (𝑀 = 49.3𝑚𝑠, 𝑆𝐷 = 2.35𝑚𝑠),
with 𝐹 (1, 272) = 6.22, 𝑝 = .013.

The normalizedmean pupil diameter, which reflects the cognitive
load, is significantly larger in the realistic-styled avatar condition
(𝑀 = 0.94, 𝑆𝐷 = 0.16) than in the cartoon-styled avatar condition
(𝑀 = 0.91, 𝑆𝐷 = 0.13), with 𝐹 (1, 272) = 3.94, 𝑝 = .048.

4.3 Analysis on Different Hand-raising
Behaviors

The hand-raising behaviors of virtual peer-learners have significant
impacts on the pupil diameters and number of fixations as depicted
in Figures 5 (a) and (b), respectively. We found significant effects
on normalized mean pupil diameter values with 𝐹 (3, 272) = 4.78,
𝑝 = .003. Particularly, mean pupil diameter in the 80% hand-raising
condition (𝑀 = 0.96, 𝑆𝐷 = 0.16) is significantly larger than in the
35% hand-raising condition (𝑀 = 0.9, 𝑆𝐷 = 0.12), with 𝐹 (3, 272) =
4.78, 𝑝 < .001. In addition, we found significant effects on number
of fixations with 𝐹 (3, 272) = 3.01, 𝑝 = .03. More specifically, there
are notably more fixations in the 65% hand-raising condition (𝑀 =

1112.92, 𝑆𝐷 = 245.07) than in the 80% hand-raising condition (𝑀 =

995.49, 𝑆𝐷 = 211.98), with 𝐹 (3, 272) = 3.01, 𝑝 = .028.

4.4 Analysis on Experienced Presence and
Perceived Realism

We did not find significant effects of different experimental condi-
tions on the self-reported experienced presence and perceived real-
ism. Overall, the self-reported experienced presence and perceived
realism values are in the vicinity of highest values with (𝑀 = 2.91,
𝑆𝐷 = 0.55) and (𝑀 = 2.91, 𝑆𝐷 = 0.57), respectively. These mean
that even though we did not obtain statistically significant differ-
ences between conditions, the participants experienced high levels
of presence and realism in the IVR classroom environment.

5 DISCUSSION
The results show that there are significant differences in the eye
movement features between front and back sitting position condi-
tions. Firstly, participants had longer fixations in the back sitting
condition. This indicates that they had more processing time than
the participants sitting in the front, which can be related to difficulty
extracting information, similar to the relationship between task dif-
ficulty and mean fixation duration [47]. Secondly, the participants
that sit in the front had longer saccade durations and amplitudes,
which suggests that they needed to shift their attention more during
the virtual lecture. While being located closer to the lecture content,
longer saccade durations indicate that the participants sitting in the
front had less efficient scanning behavior [19] during the lecture.
We assume that this was due to the narrower field of view. These
results support our H1. When designing virtual classes, these re-
sults should be taken into account, particularly when determining
where students should be located in the classroom, depending on
the context.

Our results show consequential effects in the eye movement fea-
tures in different avatar style conditions. As mean fixation durations
are longer in the cartoon-styled visualization condition, we assume
participants found the cartoon-styled avatars more attractive and
attention-grabbing. Therefore, their fixation behaviors were longer
during the virtual lecture. On the contrary, the mean saccade dura-
tions are longer in realistic-styled conditions as the fixation dura-
tions are shorter, which is theoretically expected. Furthermore, the
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(a) Pupil diameters. (b) Number of fixations.

Figure 5: Results for different hand-raising percentages. Significant differences are highlighted with * and *** for 𝑝 < .05 and
𝑝 < .001, respectively.

pupil diameters of the participants in the realistic-styled condition
are larger, indicating that the cognitive load of these participants
was significantly higher during the lecture, which is suggested by
the previous work [8]. This is an indication that participants may
have taken the lecture more seriously and in a more focused manner
when the visualization was realistic. These findings support ourH2.
Rendering realistic-styled avatars may be computationally expen-
sive depending on the configuration. Therefore, an optimal trade-off
should be decided, taking the behavioral results into account while
designing the virtual classrooms.

Furthermore, we observe significant effects in attention towards
different hand-raising based performance levels of the peer-learners.
Particularly, the pupil diameters of the participants in the 80% con-
dition are significantly larger than the pupil diameters of the partici-
pants in the 35% condition. We interpret this to mean that when the
performance and attendance level of peer-learners was relatively
higher, the participants’ cognitive load became higher, indicating
that they might pay more attention to the lecture content. This par-
tially supports our H3. In addition, a greater number of fixations
are observed in the 65% condition than in the 80% condition. We
claim that when almost all of the peer-learners participated in hand-
raising behaviors during the lecture, participants acknowledged
this information without significantly shifting their gaze. However,
this claim requires further investigation. Manipulation of different
hand-raising conditions may affect student self-concept [57], which
should be further studied as well.

In our study, the interaction and perception in the immersive VR
classroom were assessed mainly by using eye-gaze and head-pose
information. However, while the virtual teacher and peer-learners
talk in the simulations, no response or interaction bymeans of audio
or gestures was expected from the participants. Combining visual
perceptions and interactions with such data may provide additional
insights particularly for better interaction design in VR classrooms.
A future iteration can also evolve into an everyday virtual classroom
platform where each virtual agent is actually connected to a real
person, similar to in platforms such as Mozilla Hubs. To this end,
further design settings such as optimal seating arrangement (e.g.,
U-shape, circle shape) in addition to the sitting positions should be
investigated. Evaluation of similar configurations in online learning

platforms such as Coursera4, Udemy5, or MOOCs6 could provide
additional implications for interaction modeling. Furthermore, gaze-
based attention guidance can be considered for more interactive
VR classroom experience and it can be achieved by fine-grained
eye movement analysis focusing on short time windows instead
of complete experiments. While being out of the scope of this
paper, assessing learning outcomes and combining themwith visual
interaction and scanpath behaviors from immersive VR classroom
could also offer insights for optimal VR classroom design.

6 CONCLUSION
In this work, we evaluated three major design factors of immersive
VR classrooms, namely different participant locations in the virtual
classroom, different visualization styles of virtual peer-learners and
teachers, including cartoon and realistic, and different hand-raising
behaviors of peer-learners, particularly through the analysis of
eye tracking data. Our results indicate that participants located in
the back of the virtual classroom may have difficulty extracting
information during the lecture. In addition, if the avatars in the
classroom are visualized in realistic styles, participants may attend
the lecture in a more focused manner instead of being distracted by
the visualization styles of the avatars. These findings offer valuable
insights about design decisions in the VR classroom environment.
Few indicators were obtained from the evaluation of the different
hand-raising behaviors of peer-learners, providing a general under-
standing of attention towards peer-learner performance. However,
these indicators should be further investigated and remain a focus
of future work.
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